To My Parents
This book grew out of lectures given at the University of Maryland in 1979/1980. The purpose was to give a treatment of $p$-adic $L$-functions and cyclotomic fields, including Iwasawa's theory of $\mathbb{Z}_p$-extensions, which was accessible to mathematicians of varying backgrounds.

The reader is assumed to have had at least one semester of algebraic number theory (though one of my students took such a course concurrently). In particular, the following terms should be familiar: Dedekind domain, class number, discriminant, units, ramification, local field. Occasionally one needs the fact that ramification can be computed locally. However, one who has a good background in algebra should be able to survive by talking to the local algebraic number theorist. I have not assumed class field theory; the basic facts are summarized in an appendix. For most of the book, one only needs the fact that the Galois group of the maximal unramified abelian extension is isomorphic to the ideal class group, and variants of this statement.

The chapters are intended to be read consecutively, but it should be possible to vary the order considerably. The first four chapters are basic. After that, the reader willing to believe occasional facts could probably read the remaining chapters randomly. For example, the reader might skip directly to Chapter 13 to learn about $\mathbb{Z}_p$-extensions. The last chapter, on the Kronecker–Weber theorem, can be read after Chapter 2.

The notations used in the book are fairly standard; $\mathbb{Z}$, $\mathbb{Q}$, $\mathbb{Z}_p$, and $\mathbb{Q}_p$ denote the integers, the rationals, the $p$-adic integers, and the $p$-adic rationals, respectively. If $A$ is a ring (commutative with identity), then $A^\times$ denotes its group of units. At Serge Lang's urging I have let the first Bernoulli number be $B_1 = -\frac{1}{2}$ rather than $+\frac{1}{2}$. This disagrees with Iwasawa [23] and several of my papers, but conforms to what is becoming standard usage.
Throughout the preparation of this book I have found Serge Lang’s two volumes on cyclotomic fields very helpful. The reader is urged to look at them for different viewpoints on several of the topics discussed in the present volume and for a different selection of topics. The second half of his second volume gives a nice self-contained (independent of the remaining one and a half volumes) proof of the Gross–Koblitz relation between Gauss sums and the $p$-adic gamma function, and the related formula of Ferrero and Greenberg for the derivative of the $p$-adic $L$-function at 0, neither of which I have included here. I have also omitted a discussion of explicit reciprocity laws. For these the reader can consult Lang [4], Hasse [2], Henniart, Ireland–Rosen, Tate [3], or Wiles [1].

Perhaps it is worthwhile to give a very brief history of cyclotomic fields. The subject got its real start in the 1840s and 1850s with Kummer’s work on Fermat’s Last Theorem and reciprocity laws. The basic foundations laid by Kummer remained the main part of the theory for around a century. Then in 1958, Iwasawa introduced his theory of $\mathbb{Z}_p$-extensions, and a few years later Kubota and Leopoldt invented $p$-adic $L$-functions. In a major paper (Iwasawa [18]), Iwasawa interpreted these $p$-adic $L$-functions in terms of $\mathbb{Z}_p$-extensions. In 1979, Mazur and Wiles proved the Main Conjecture, showing that $p$-adic $L$-functions are essentially the characteristic power series of certain Galois actions arising in the theory of $\mathbb{Z}_p$-extensions.

What remains? Most of the universally accepted conjectures, in particular those derived from analogy with function fields, have been proved, at least for abelian extensions of $\mathbb{Q}$. Many of the conjectures that remain are probably better classified as “open questions,” since the evidence for them is not very overwhelming, and there do not seem to be any compelling reasons to believe or not to believe them. The most notable are Vandiver’s conjecture, the weaker statement that the $p$-Sylow subgroup of the ideal class group of the $p$th cyclotomic field is cyclic over the group ring of the Galois group, and the question of whether or not $\lambda = 0$ for totally real fields. In other words, we know a lot about imaginary things, but it is not clear what to expect in the real case. Whether or not there exists a fruitful theory remains to be seen.

Other possible directions for future developments could be a theory of $\hat{\mathbb{Z}}$-extensions ($\hat{\mathbb{Z}} = \prod \mathbb{Z}_p$; some progress has recently been made by Friedman [1]), and the analogues of Iwasawa’s theory in the elliptic case (Coates–Wiles [4]).

I would like to thank Gary Cornell for much help and many excellent suggestions during the writing of this book. I would also like to thank John Coates for many helpful conversations concerning Chapter 13. This chapter also profited greatly from the beautiful courses of my teacher, Kenkichi Iwasawa, at Princeton University. Finally, I would like to thank N.S.F. and the Sloan Foundation for their financial support and I.H.E.S. and the University of Maryland for their academic support during the writing of this book.
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Chapter 1

Fermat’s Last Theorem

We start with a special case of Fermat’s Last Theorem, since not only was it the motivation for much work on cyclotomic fields but also it provides a sampling of the various topics we shall discuss later.

Theorem 1.1. Suppose \( p \) is an odd prime and \( p \) does not divide the class number of the field \( \mathbb{Q}(\zeta_p) \), where \( \zeta_p \) is a primitive \( p \)th root of unity. Then

\[
x^p + y^p = z^p, \quad (xyz, p) = 1
\]

has no solutions in rational integers.

Remark. The case where \( p \) does not divide \( x, y, \) and \( z \) is called the first case of Fermat’s Last Theorem, and is in general easier to treat than the second case, where \( p \) divides one of \( x, y, z \). We shall prove the above theorem in the second case later, again with the assumption on the class number.

Factoring the above equation as

\[
\prod_{i=0}^{p-1} (x + \zeta_p^i y) = z^p,
\]

we find we are naturally led to consider the ring \( \mathbb{Z}[\zeta_p] \). We first need some basic results on this ring. Throughout the remainder of this chapter, we let \( \zeta = \zeta_p \).

Proposition 1.2. \( \mathbb{Z}[\zeta] \) is the ring of algebraic integers in the field \( \mathbb{Q}(\zeta) \). Therefore \( \mathbb{Z}[\zeta] \) is a Dedekind domain (so we have unique factorization into prime ideals, etc.).
PROOF. Let \( \mathcal{O} \) denote the algebraic integers of \( \mathbb{Q}(\zeta) \). Clearly \( \mathbb{Z}[\zeta] \subseteq \mathcal{O} \). We must show the reverse inclusion.

**Lemma 1.3.** Suppose \( r \) and \( s \) are integers with \( (p, rs) = 1 \). Then \( (\zeta^r - 1)/(\zeta^s - 1) \) is a unit of \( \mathbb{Z}[\zeta] \).

**Proof.** Writing \( r \equiv st \) (mod \( p \)) for some \( t \), we have

\[
\frac{\zeta^r - 1}{\zeta^s - 1} = \frac{\zeta^{st} - 1}{\zeta^s - 1} = 1 + \zeta^s + \cdots + \zeta^{s(t-1)} \in \mathbb{Z}[\zeta].
\]

Similarly, \((\zeta^s - 1)/(\zeta^r - 1) \in \mathbb{Z}[\zeta] \). This completes the proof of the lemma. \( \Box \)

**Remark.** The units of Lemma 1.3 are called cyclotomic units and will be of great importance in later chapters.

**Lemma 1.4.** The ideal \((1 - \zeta)\) is a prime ideal of \( \mathcal{O} \) and \((1 - \zeta)^{p-1} = (p)\). Therefore \( p \) is totally ramified in \( \mathbb{Q}(\zeta) \).

**Proof.** Since \( X^{p-1} + X^{p-2} + \cdots + X + 1 = \prod_{i=1}^{p-1} (X - \zeta^i) \), we let \( X = 1 \) to obtain \( p = \prod (1 - \zeta^i) \). From Lemma 1.3, we have the equality of ideals \((1 - \zeta) = (1 - \zeta^r)\). Therefore \((p) = (1 - \zeta)^{p-1} \). Since \((p)\) can have at most \( p - 1 \) deg(\(\mathbb{Q}(\zeta)/\mathbb{Q}\) prime factors in \(\mathbb{Q}(\zeta)\), it follows that \((1 - \zeta)\) must be a prime ideal of \( \mathcal{O} \). Alternatively, if \((1 - \zeta) = A \cdot B\), then \( p = N(1 - \zeta) = NA \cdot NB\) so either \( NA = 1 \) or \( NB = 1 \). Therefore the ideal \((1 - \zeta)\) does not factor in \( \mathcal{O} \). \( \Box \)

We now return to the proof of Proposition 1.2. Let \( v \) denote the valuation corresponding to the ideal \((1 - \zeta)\), so \( v(1 - \zeta) = 1 \) and \( v(p) = p - 1 \), for example. Since \( \mathbb{Q}(\zeta) = \mathbb{Q}(1 - \zeta) \), we have that \( \{1, 1 - \zeta, (1 - \zeta)^2, \ldots, (1 - \zeta)^{p-2}\} \) is a basis for \( \mathbb{Q}(\zeta) \) as a vector space over \( \mathbb{Q} \). Let \( \alpha \in \mathcal{O} \). Then

\[
\alpha = a_0 + a_1(1 - \zeta) + \cdots + a_{p-2}(1 - \zeta)^{p-2}
\]

with \( a_i \in \mathbb{Q} \). We want to show \( a_i \in \mathbb{Z} \). Since \( v(a) \equiv 0 \) (mod \( p - 1 \)) for \( a \in \mathbb{Q} \), the numbers \( v(a_i(1 - \zeta)^i) \), \( 0 \leq i \leq p - 2 \), are distinct (mod \( p - 1 \)), hence are distinct. Therefore, by standard facts on non-archimedean valuations, \( v(\alpha) = \min(v(a_i(1 - \zeta)^i)) \). Since \( v(\alpha) \geq 0 \) and \( v((1 - \zeta)^i) < p - 1 \), we must have \( v(a_i) \geq 0 \). Therefore \( p \) is not in the denominator of any \( a_i \). Rearrange the expression for \( \alpha \) to obtain

\[
\alpha = b_0 + b_1\zeta + \cdots + b_{p-2}\zeta^{p-2},
\]

with \( b_i \in \mathbb{Q} \), but no \( b_i \) has \( p \) in the denominator.

The proof may now be completed by observing that the discriminant of the basis \( \{1, \zeta, \ldots, \zeta^{p-2}\} \) is a power of \( p \). More explicitly, we have

\[
\alpha^p = b_0 + b_1\zeta^{\sigma} + \cdots + b_{p-2}(\zeta^{\sigma})^{p-2}
\]
where \( \sigma \) runs through \( \text{Gal}(\mathbb{Q}(\zeta)/\mathbb{Q}) \cong (\mathbb{Z}/p\mathbb{Z})^\times \). Let \( \alpha_i = \alpha^i \), where \( \sigma: \zeta \mapsto \zeta^i \). Then we have

\[
\begin{pmatrix}
\alpha_1 \\
\vdots \\
\alpha_{p-1}
\end{pmatrix} =
\begin{pmatrix}
1 & \zeta & \zeta^2 & \cdots \\
1 & \zeta^2 & \zeta^4 & \cdots \\
1 & \zeta^3 & \zeta^6 & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
b_0 \\
\vdots \\
b_{p-2}
\end{pmatrix}
\]

But the determinant of the matrix is a Vandermonde determinant, so it is equal to

\[
\prod_{1 \leq j < k \leq p-1} (\zeta^k - \zeta^j) = \text{(unit)(power of 1 - \zeta)}.
\]

Therefore \( b_i = \text{(algebraic integer)/(power of 1 - \zeta)} \). Since \( b_1 \) has no \( p \) in the denominator, we must have \( b_i = \text{algebraic integer} \); therefore \( b_i \in \mathbb{Z} \), so we are done.

Alternatively, we could finish the proof as follows. Since \( \zeta^{-i} \alpha \) is an algebraic integer, its trace from \( \mathbb{Q}(\zeta) \) to \( \mathbb{Q} \) is a rational integer: \( \text{Tr}(\zeta^{-i} \alpha) \in \mathbb{Z} \). Now the minimal polynomial for \( \zeta^j \), \( (j, p) = 1 \), is \( X^{p-1} + X^{p-2} + \cdots + X + 1 \), so \( \text{Tr}(\zeta^j) = -1 \). We obtain

\[
pb_i - \sum_{j=0}^{p-2} b_j = (p - 1)b_i - \sum_{j \neq i} b_j = \text{Tr}(\zeta^{-i} \alpha) \in \mathbb{Z}.
\]

Using this equation for \( i = 0 \) and \( i = i \) and subtracting, we obtain \( p(b_0 - b_i) \in \mathbb{Z} \), therefore \( b_0 - b_i \in \mathbb{Z} \). It remains to show \( b_0 \in \mathbb{Z} \). Write

\[
\alpha = b_0(1 + \zeta + \cdots + \zeta^{p-2}) + [(b_1 - b_0)\zeta + \cdots + (b_{p-2} - b_0)\zeta^{p-2}].
\]

By the above, the expression in brackets is an algebraic integer. Therefore

\[
-\zeta^{p-1}b_0 = b_0(1 + \zeta + \cdots + \zeta^{p-2}) \in \mathbb{C},
\]

so \( b_0 \in \mathbb{C} \cap \mathbb{Q} = \mathbb{Z} \). Therefore \( b_i \in \mathbb{Z} \) for all \( i \), so again we are done. This finishes the proof of Proposition 1.2.

Before proceeding to the proof of Theorem 1.1, we need the following result, which will be discussed in more detail later.

**Proposition 1.5.** Let \( \varepsilon \) be a unit of \( \mathbb{Z}[\zeta_p] \). Then there exist \( \varepsilon_1 \in \mathbb{Q}(\zeta + \zeta^{-1}) \) and \( r \in \mathbb{Z} \) such that \( \varepsilon = \zeta^r \varepsilon_1 \).

**Remark.** Take any embedding of \( \mathbb{Q}(\zeta) \) into the complex numbers. Complex conjugation acts as an automorphism sending \( \zeta \) to \( \zeta^{-1} \). The fixed field is \( \mathbb{Q}(\zeta + \zeta^{-1}) = \mathbb{Q}(\cos(2\pi/p)) \) and is called the maximal real subfield of \( \mathbb{Q}(\zeta) \). The proposition says that any unit of \( \mathbb{Z}[\zeta] \) may be written as a root of unity times a real unit. This result is plausible since the field \( \mathbb{Q}(\zeta + \zeta^{-1}) \) has \( (p - 1)/2 \) real embeddings and no complex embeddings into \( \mathbb{C} \), while \( \mathbb{Q}(\zeta) \)
has no real embeddings and \((p - 1)/2\) pairs of complex embeddings. Therefore the \(\mathbb{Z}\)-rank of the unit groups of each field is \((p - 3)/2\), so the units of \(\mathbb{Q}(\zeta + \zeta^{-1})\) are of finite index in those of \(\mathbb{Q}(\zeta)\). However, it does not appear that Dirichlet’s unit theorem can be used to prove the proposition.

**Proof of Proposition 1.5.** Let \(\alpha = \zeta/\bar{\zeta}\). Then \(\alpha\) is an algebraic integer since \(\zeta\) is a unit. Also, all conjugates of \(\alpha\) have absolute value 1 (this follows easily from the fact that complex conjugation commutes with the other elements of the Galois group).

We now need a lemma.

**Lemma 1.6.** If \(\alpha\) is an algebraic integer all of whose conjugates have absolute value 1, then \(\alpha\) is a root of unity.

**Proof.** The coefficients of the irreducible polynomials for all powers of \(\alpha\) are rational integers which can be given bounds depending only on the degree of \(\alpha\) over \(\mathbb{Q}\). It follows that there are only finitely many irreducible polynomials which can have a power of \(\alpha\) as a root. Therefore there are only finitely many distinct powers of \(\alpha\). The lemma follows. \(\Box\)

**Remark.** The assumption that \(\alpha\) is an algebraic integer is essential, as the example \(\alpha = \frac{3}{5} + \frac{4}{5}i\) shows. Also we note that it is actually possible for an algebraic integer to have absolute value 1 while some of its conjugates do not.

An example is \(\alpha = \sqrt{2} - \sqrt{2} + i\sqrt{2} - 1\). One conjugate may be obtained by mapping \(\sqrt{2}\) to \(-\sqrt{2}\), which yields \(\sqrt{2} + \sqrt{2} \pm \sqrt{2} + 1\), neither of which have absolute value 1. However, if \(\mathbb{Q}(\alpha)\) is abelian over \(\mathbb{Q}\) then all automorphisms commute with complex conjugation; so if \(\alpha\bar{\alpha} = 1\) then \(\alpha^a\bar{\alpha} = 1\) for all \(a\).

Returning to the proof of Proposition 1.5, we find that \(\zeta/\bar{\zeta}\) is a root of unity, therefore \(\zeta/\bar{\zeta} = \pm \zeta^a\) for some \(a\) (the only roots of unity in \(\mathbb{Q}(\zeta)\) are of this form. This will follow from results in the next chapter).

Suppose first that \(\zeta/\bar{\zeta} = -\zeta^a\). Write \(\zeta = b_0 + b_1\zeta + \cdots + b_{p-2}\zeta^{p-2}\). Then \(\zeta \equiv b_0 + b_1 + \cdots + b_{p-2} \pmod{1 - \zeta}\). Also \(\bar{\zeta} = b_0 + b_1\zeta^{-1} + \cdots + b_{p-2} \equiv \zeta^{-a}\bar{\zeta} \equiv -\bar{\zeta}\). Therefore \(2\bar{\zeta} \equiv 0 \pmod{1 - \zeta}\). But \(2 \not\equiv (1 - \zeta)\). Since \((1 - \zeta)\) is a prime ideal, \(\bar{\zeta} \equiv (1 - \zeta)\), which is impossible since \(\bar{\zeta}\) is a unit.

Therefore \(\zeta/\bar{\zeta} = \zeta^a\). Let \(2r \equiv a \pmod{p}\), and let \(\varepsilon_1 = \zeta^{-r}\). Then \(\varepsilon = \overline{\varepsilon_1}\), and \(\bar{\varepsilon}_1 = \varepsilon_1\). This proves Proposition 1.5. \(\Box\)

**Proof of Theorem 1.1.** We first treat the case \(p = 3\). If \(3 \not\equiv x \pmod{9}\) then \(x^3 \equiv \pm 1 \pmod{9}\) and similarly for \(y\) and \(z\). Therefore \(x^3 + y^3 \equiv -2, 0\), or \(+2 \pmod{9}\) but \(z^3 \equiv \pm 1\). Therefore \(x^3 + y^3 \neq z^3\). Similarly, we may treat the case \(p = 5\) by considering congruences mod 25. However, we must stop at
\( p = 7 \) since \( 1^7 + 30^7 = 31^7 \text{ (mod 49)} \). In fact there are still solutions if we consider congruences to higher powers of 7 (see the Exercises). So we need a new method.

Assume \( p \geq 5 \) and suppose \( x^p + y^p = z^p, p \nmid x y z \). Suppose \( x \equiv y \equiv -z \text{ (mod } p) \). Then \(-2z^p \equiv z^p\), which is impossible since \( p \nmid 3z \). Therefore we may rewrite the equation if necessary (as \( x^p + (-z)^p = (-y)^p \)) to obtain \( x \not\equiv y \text{ (mod } p) \). We shall need this assumption later on. Also we may assume \( x, y, \) and \( z \) are relatively prime, otherwise divide by the greatest common divisor.

**Lemma 1.7.** The ideals \( (x + \zeta^iy), i = 0, 1, \ldots, p - 1 \), are pairwise relatively prime.

**Proof.** Suppose \( \mathcal{P} \) is a prime ideal with \( \mathcal{P} \mid (x + \zeta^iy) \) and \( \mathcal{P} \mid (x + \zeta^jy) \), where \( i \neq j \). Then \( \mathcal{P} \mid (\zeta^iy - \zeta^jy) = (\text{unit})(1 - \zeta)y \). Therefore \( \mathcal{P} = (1 - \zeta) \) or \( \mathcal{P} \mid y \).

Similarly, \( \mathcal{P} \) divides \( \zeta^i(x + \zeta^iy) - \zeta^j(x + \zeta^jy) = (\text{unit})(1 - \zeta)x \), so \( \mathcal{P} = (1 - \zeta) \) or \( \mathcal{P} \mid x \). If \( \mathcal{P} \neq (1 - \zeta) \) then \( \mathcal{P} \mid x \) and \( \mathcal{P} \mid y \), which is impossible since \( (x, y) = 1 \). Therefore \( \mathcal{P} = (1 - \zeta) \). But then \( x + y \equiv x + \zeta^iy \equiv 0 \text{ (mod } \mathcal{P}) \), the second congruence being by the choice of \( \mathcal{P} \). Since \( x + y \in \mathbb{Z} \), we have \( x + y \equiv 0 \text{ (mod } p) \). But \( z^p = x^p + y^p \equiv x + y \equiv 0 \text{ (mod } p) \), so \( p \mid z \), contradiction. The lemma is proved. \( \square \)

**Lemma 1.8.** Let \( \alpha \in \mathbb{Z}[\zeta] \). Then \( \alpha^p \) is congruent mod \( p \) to a rational integer (note this congruence is mod \( p \), so it is much stronger than a congruence mod \( 1 - \zeta \)).

**Proof.** Let \( \alpha = b_0 + b_1\zeta + \cdots + b_{p-2}\zeta^{p-2} \). Then \( \alpha^p \equiv b_0^p + (b_1\zeta)^p + \cdots + (b_{p-2}\zeta^{p-2})^p = b_0^p + b_1^p + \cdots + b_{p-2}^p \text{ (mod } p) \), which proves the lemma. \( \square \)

**Lemma 1.9.** Suppose \( \alpha = a_0 + a_1\zeta + \cdots + a_{p-1}\zeta^{p-1} \) with \( a_i \in \mathbb{Z} \) and at least one \( a_i = 0 \). If \( n \in \mathbb{Z} \) and \( n \) divides \( \alpha \) then \( n \) divides each \( a_j \).

**Proof.** Since \( 1 + \zeta + \cdots + \zeta^{p-1} = 0 \), we may use any subset of \( \{1, \zeta, \ldots, \zeta^{p-1}\} \) with \( p - 2 \) elements as a basis of the \( \mathbb{Z} \)-module \( \mathbb{Z}[\zeta] \). Since at least one \( a_i = 0 \), the other \( a_j \)'s give the coefficients with respect to a basis. The result follows. \( \square \)

We may now finish the proof of Theorem 1.1. Consider the equation

\[
\prod_{i=0}^{p-1} (x + \zeta^i y) = (z)^p
\]
as an equality of ideals. Since the ideals \( (x + \zeta^i y), 0 \leq i \leq p - 1 \), are pairwise relatively prime by Lemma 1.7, each one must be the \( p \)th power of an ideal:

\[
(x + \zeta^i y) = A_i^p.
\]

Note that \( A_i^p \) is principal.
Now comes the big step: since the class number of \( \mathbb{Q}(\zeta) \) is assumed to be not divisible by \( p \), the ideal \( A_i \) must be principal, say \( A_i = (\alpha_i) \). Consequently \( (x + \zeta^iy) = (\alpha^p) \), so \( x + \zeta^iy = \text{(unit)} \cdot \alpha^p \). We note that this is exactly the same as we could have obtained under the stronger assumption that \( \mathbb{Z}[\zeta] \) has unique factorization, rather than just class number prime to \( p \).

Let \( i = 1 \) and omit the subscripts, so \( x + \zeta y = \varepsilon \alpha^p \) for some unit \( \varepsilon \).

Proposition 1.5 says that \( \varepsilon = \zeta^r e_1 \) for some integer \( r \) and where \( \varepsilon_1 = e_1 \).

Lemma 1.8 says that there is a rational integer \( a \) such that \( \alpha^p = a \) (mod \( p \)).

Therefore \( x + \zeta y = \zeta^r e_1 \alpha^p = \zeta^r e_1 a \) (mod \( p \)). Also \( x + \zeta^{-1} y = \zeta^{-r} e_1 \bar{a}^p = \zeta^{-r} e_1 \bar{a} \) (mod \( p \)) = \( \zeta^{-r} e_1 a \) (mod \( p \)) since \( \bar{a} = a \) and \( p = \bar{p} \).

We obtain

\[
\zeta^{-r}(x + \zeta y) \equiv \zeta^r(x + \zeta^{-1} y) \pmod{p}
\]

or

\[
x + \zeta y - \zeta^{2r} x - \zeta^{2r-1} y \equiv 0 \pmod{p}.
\]

(\#)

If \( 1, \zeta, \zeta^{2r}, \zeta^{2r-1} \) are distinct, then (since \( p \geq 5 \)) Lemma 1.9 says that \( p \) divides \( x \) and \( y \), which is contrary to our original assumptions. Therefore, they are not distinct. Since \( 1 \neq \zeta \) and \( \zeta^{2r} \neq \zeta^{2r-1} \), we have three cases:

1. \( 1 = \zeta^{2r} \). We have from (\#) that \( x + \zeta y - x - \zeta^{-1} y \equiv 0 \pmod{p} \), so, \( \zeta y - \zeta^{p-1} y \equiv 0 \pmod{p} \). Lemma 1.9 implies that \( y \equiv 0 \pmod{p} \), contradiction.
2. \( 1 = \zeta^{2r-1} \) or, equivalently, \( \zeta = \zeta^{2r} \). Equation (\#) becomes

\[
(x - y) - (x - y) \zeta \equiv 0 \pmod{p}.
\]

Lemma 1.9 implies \( x - y \equiv 0 \pmod{p} \), which contradicts the choice of \( x \) and \( y \) made at the beginning of the proof.
3. \( \zeta = \zeta^{2r-1} \). Equation (\#) becomes

\[
x - \zeta^2 x \equiv 0 \pmod{p},
\]

so \( x \equiv 0 \pmod{p} \), contradiction. The proof of Theorem 1.1 is now complete.

Remarks. (Proofs for the following statements will appear in later chapters).

The obvious question now arises: How can one determine whether or not \( p \) divides the class number of \( \mathbb{Q}(\zeta) \)? Kummer answered this question quite nicely. Define the Bernoulli numbers \( B_n \) by the formula

\[
\frac{t}{e^t - 1} = \sum_{n=0}^{\infty} B_n \frac{t^n}{n!}
\]

(for example, \( B_0 = 1 \), \( B_1 = -\frac{1}{2} \), \( B_2 = \frac{1}{6} \), \( B_3 = 0 \) and in fact \( B_{2k+1} = 0 \) for \( k \geq 1 \), \( B_4 = -\frac{1}{30} \), \( B_6 = \frac{1}{42} \), \( B_8 = -\frac{1}{30} \), \( B_{10} = \frac{5}{66} \), \( B_{12} = -\frac{691}{2730} \)). Then \( p \) divides the class number of \( \mathbb{Q}(\zeta) \) if and only if \( p \) divides the numerator of
some \( B_k, k = 2, 4, 6, \ldots, p - 3 \). For example, 691 divides the numerator of \( B_1 \), so 691 divides the class number of \( \mathbb{Q}(\zeta_{691}) \).

If \( p \) does not divide the class number of \( \mathbb{Q}(\zeta) \) then \( p \) is called regular, otherwise \( p \) is called irregular. The first few irregular primes are 37, 59, 67, 101, 103, 131, 149, and 157 (which in fact divides two different Bernoulli numbers). The irregular primes up to 125000 have been calculated by Wagstaff. Approximately \( 1 - e^{-1/2} \approx 39\% \) of primes are irregular and \( e^{-1/2} \approx 61\% \) are regular. There are probability arguments which make these empirical results plausible. It is known there are infinitely many irregular primes, but it is an open problem to show there are infinitely many regular primes. Moreover, it is not even known whether or not Fermat’s Last Theorem, even in the first case, holds for infinitely many \( p \).

One may also ask how often \( \mathbb{Z}[\zeta] \) has unique factorization, or equivalently when the class number is equal to one. It turns out that the class number grows quite rapidly as \( p \) increases, so there can only be finitely many \( p \) for which there is unique factorization. In fact, Montgomery and Uchida proved (independently) that the class number is one exactly when \( p \leq 19 \).

To finish this chapter we shall show that \( \mathbb{Q}(\zeta_{23}) \) does not have class number one. It is known that \( \mathbb{Q}(\sqrt{-23}) \cong \mathbb{Q}(\zeta_{23}) \). For a proof, see the Exercises for the next chapter, or use Lemma 4.7 plus Lemma 4.8. The prime 2 splits in \( \mathbb{Q}(\sqrt{-23}) \) as \( \mathfrak{p} \mathfrak{p}^c \), where \( \mathfrak{p} = (2, (1 + \sqrt{-23})/2) \) (see the Exercises). Let \( \mathcal{P} \) be a prime of \( \mathbb{Q}(\zeta_{23}) \) lying above \( \mathfrak{p} \). We claim that \( \mathcal{P} \) is nonprincipal. The norm of \( \mathcal{P} \) from \( \mathbb{Q}(\zeta_{23}) \) to \( \mathbb{Q}(\sqrt{-23}) \) is \( \mathfrak{p}^f \), where \( f \) is the degree of the residue class field extension. In particular, \( f \) divides \( \deg(\mathbb{Q}(\zeta_{23})/\mathbb{Q}(\sqrt{-23})) = 11 \), so \( f = 1 \) or \( 11 \) (actually, \( f = 1 \)). Since \( \mathfrak{p} \) is nonprincipal and \( \mathfrak{p}^2 \) is principal, \( \mathfrak{p}^{11} \) is nonprincipal. Therefore \( \mathfrak{p}^f \) cannot be principal. But if \( \mathcal{P} \) is principal, so is its norm. Therefore \( \mathcal{P} \) is nonprincipal, so \( \mathbb{Z}[\zeta_{23}] \) cannot have unique factorization.

**Notes**

The proof of Theorem 1.1 is due to Kummer [2]. At present, the first case has been proved for \( p < 6 \times 10^9 \) (Lehmer [4]) using the Wieferich criterion: if \( 2^{p-1} \not\equiv 1 \mod p^2 \) then the first case is true. For more on Fermat’s Last Theorem, see Vandiver [1] and Ribenboim [1].

**Exercises**

1.1. (a) Show that the irreducible polynomial for \( \zeta_{p^n} \) is \( X^{(p-1)p^{n-1}} + X^{(p-2)p^{n-1}} + \cdots + X^{p^{n-1}} + 1 \) (one way to prove irreducibility: evaluate the polynomial as geometric series to get a rational function, change \( X \) to \( X' \), rewrite as a polynomial reduced mod \( p \), then use Eisenstein).

(b) Show the ring of integers of \( \mathbb{Q}(\zeta_{p^n}) \) is \( \mathbb{Z}[\zeta_{p^n}] \).

1.2. Suppose \( p \equiv 1 \mod 3 \). Using the fact that \( \mathbb{Z}_{p^2} \) contains the cube roots of unity, show that \( x^p + y^p \equiv z^p \mod p^n \), \( p \not\vert xyz \), has solutions for each \( n \geq 1 \).
1.3. Using the fact that \( \mathbb{Z}[\sqrt{-5}] \) has class number 2, show that \( x^2 + 5 = y^3 \) has no solutions in rational integers.

1.4. Show that the ideal \( \mathfrak{p} = (2, (1 + \sqrt{-23})/2) \) is nonprincipal in \( \mathbb{Z}[(1 + \sqrt{-23})/2] \), but that its third power is principal. Also show that \( \mathfrak{p}^3 = (2) \).

1.5. Show that the class number of \( \mathbb{Q}(\zeta_{23}) \) is divisible by 3 (in fact, it is exactly 3, but do not show this).
Chapter 2

Basic Results

In this chapter we prove some basic results on cyclotomic fields which will lay the groundwork for later chapters. We let $\zeta_n$ denote a primitive $n$th root of unity. First we determine the ring of integers and discriminant of $\mathbb{Q}(\zeta_n)$. We start with the prime power case.

**Proposition 2.1.** The discriminant of $\mathbb{Q}(\zeta_{p^n})$ is

$$\pm p^{p^n - 1(p^n - 1)},$$

where we have $-$ if $p^n = 4$ or if $p \equiv 3 \pmod{4}$, and we have $+$ otherwise.

**Proof.** From Exercise 1.1, the ring of integers is $\mathbb{Z}[\zeta_{p^n}]$, so an integral basis is $\{1, \zeta_{p^n}, \ldots, \zeta_{p^n}^{\phi(p^n) - 1}\}$. The square of the determinant of $((\zeta_{p^n})_0 \leq i < (p - 1)p^{n - 1}$

$0 < j < p^n, p \nmid j$ gives the discriminant. But this determinant is Vandermonde, so it equals

$$\prod_{0 < k < j < p^n \atop p \nmid jk} (\zeta_{p^n}^j - \zeta_{p^n}^k) = \text{(root of unity)} \cdot \prod_{k < j \atop p \nmid jk} (1 - \zeta_{p^n}^k - \zeta_{p^n}^j).$$

Since $(1 - \zeta_{p^n}^{-a}) = -\zeta_{p^n}^{-a}(1 - \zeta_{p^n}^a)$, we may include all pairs $j, k$ with $j \neq k$ to get the discriminant

$$\det(\zeta_{p^n}^{ij})^2 = \text{(root of unity)} \cdot \prod_{0 < j, k < p^n \atop j \neq k \atop p \nmid jk} (1 - \zeta_{p^n}^k - \zeta_{p^n}^j).$$

We immediately see that the discriminant, up to sign, must be a power of $p$. Let $v$ denote the valuation corresponding to the prime ideal $(1 - \zeta_{p^n})$ of $\mathbb{Z}[\zeta_{p^n}]$. As in the first chapter for the case $n = 1$, we have $(1 - \zeta_{p^n})(p - 1)p^{n - 1} = (p)$. It follows that $v(p) = (p - 1)p^{n - 1}$ and $v(1 - \zeta_{p^m}) = p^{n - m}$ for $1 \leq m \leq n$. 


Consequently, if \( k \equiv j \pmod{p^m} \) but \( k \not\equiv j \pmod{p^{m+1}} \), we have \( v(1 - \zeta_{p^n}^{k-j}) = p^m \) since \( \zeta_{p^n}^{k-j} \) is a \( p^{n-m} \)th root of unity. Fix \( j \) with \( p \not| j \). It is easy to see that there are \( (p-2)p^{n-1} \) values of \( k \) with \( j \not\equiv k \pmod{p} \), and \( (p-1)p^{n-1-i} \) values of \( k \) such that \( j \equiv k \pmod{p^i} \) but \( j \not\equiv k \pmod{p^{i+1}} \). Also, there are \( (p-1)p^{n-1} \) possibilities for \( j \). Therefore, the valuation of the discriminant is

\[
(p-1)p^{n-1} \left[ (p-2)p^{n-1} + \sum_{i=1}^{n-1} (p-1)p^{n-1-i} \cdot p^i \right] = (p-1)p^{n-1} \left[ p^{n-1}(pn - n - 1) \right].
\]

Since \( v(p) = (p-1)p^{n-1} \), we must have the discriminant is \( \pm p^{pn-1}(pn - n - 1) \).

To determine the sign, we use the following lemma.

**Lemma 2.2.** Let \( k \) be a number field with \( r_2 \) pairs of complex embeddings. Then \( d(k) = \) discriminant of \( k \) has sign \( (-1)^{r_2} \).

**Proof.** Let \( \{\alpha_1, \ldots, \alpha_m\} \) be a \( \mathbb{Z} \)-module basis for the ring of integers of \( k \). Then

\[
d(k) = (\det(\alpha_i^T \sigma_j))^2,
\]

where \( \sigma \) runs through all embeddings of \( k \) into \( \mathbb{C} \). If \( \sigma \) is a complex embedding, then \( \sigma \) is another embedding, where the bar refers to complex conjugation. Therefore

\[
\overline{\det(\alpha_i^T)} = (-1)^{r_2} \det(\alpha_i^T),
\]

since \( r_2 \) pairs of rows are interchanged. If \( r_2 \) is even then \( \det(\alpha_i^T) \) is real, so \( d(k) > 0 \). If \( r_2 \) is odd, then \( \det(\alpha_i^T) \) is purely imaginary, so \( d(k) < 0 \). This proves the lemma. \( \square \)

Returning to the proof of Proposition 2.1, we note that \( r_2 = \frac{1}{2}(p-1)p^{n-1} \), which is even unless \( p^n = 4 \) or \( p \equiv 3 \pmod{4} \). This completes the proof. \( \square \)

Now let \( m = \prod p_i^{n_i} \) be a positive integer. We shall always assume that \( m \not\equiv 2 \pmod{4} \), since if \( m \) is odd then \( \mathbb{Q}(\zeta_{2m}) = \mathbb{Q}(\zeta_m) \). Clearly \( \mathbb{Q}(\zeta_m) \) is the compositum of the fields \( \mathbb{Q}(\zeta_{p_i^{n_i}}) \).

**Proposition 2.3.** \( p \) ramifies in \( \mathbb{Q}(\zeta_m) \) \( \iff \) \( p \) divides \( m \).

**Proof.** If \( p \) divides \( m \) then \( \mathbb{Q}(\zeta_p) \subseteq \mathbb{Q}(\zeta_m) \). Since \( p \) ramifies in \( \mathbb{Q}(\zeta_p) \), it ramifies in \( \mathbb{Q}(\zeta_m) \). Conversely, suppose \( p \) does not divide \( m = \prod p_i^{n_i} \). Then \( p \) is unramified in each \( \mathbb{Q}(\zeta_{p_i^{n_i}}) \) since \( p \) does not divide the discriminant. Therefore \( p \) does not ramify in the compositum, which is \( \mathbb{Q}(\zeta_m) \). This completes the proof. \( \square \)

Note that the proposition implies that \( p \) divides the discriminant if and only if \( p \) divides \( m \).
Proposition 2.4. If \((m, n) = 1\) then \(\mathbb{Q}(\zeta_n) \cap \mathbb{Q}(\zeta_m) = \mathbb{Q}\).

Proof. Let \(K = \mathbb{Q}(\zeta_m) \cap \mathbb{Q}(\zeta_n)\). If \(K \neq \mathbb{Q}\) then there is some prime, call it \(p\), which ramifies in \(K\) (this follows from the fact that \(|d(K)| > 1\). See Lemma 14.3). By the previous proposition, \(p | m\) and \(p | n\), which is impossible. Therefore \(K = \mathbb{Q}\).

Theorem 2.5. \(\deg(\mathbb{Q}(\zeta_n)/\mathbb{Q}) = \phi(n)\) and \(\text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q}) \cong (\mathbb{Z}/n\mathbb{Z})^\times\), with a mod \(n\) corresponding to the map \(\zeta_n \mapsto \zeta_n^a\).

Proof. Since \(\mathbb{Q}(\zeta_m)\) is normal over \(\mathbb{Q}\), Proposition 2.4 implies that if \((m, n) = 1\) then \(\deg(\mathbb{Q}(\zeta_{mn})/\mathbb{Q}) = \deg(\mathbb{Q}(\zeta_m)/\mathbb{Q}) \cdot \deg(\mathbb{Q}(\zeta_n)/\mathbb{Q})\). It therefore suffices to evaluate the degree for prime powers, which we have already done (Exercise 1.1). Since \(\phi(p^n) = (p - 1)p^{n-1}\) and \(\phi(mn) = \phi(m)\phi(n)\) for \((m, n) = 1\), we obtain \(\deg(\mathbb{Q}(\zeta_n)/\mathbb{Q}) = \phi(n)\).

It is a standard exercise in Galois theory to show that \(\text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q})\) is a subgroup of \((\mathbb{Z}/n\mathbb{Z})^\times\). Since they are of the same order, they must be equal. This completes the proof.

Theorem 2.6. \(\mathbb{Z}[\zeta_n]\) is the ring of algebraic integers of \(\mathbb{Q}(\zeta_n)\).

Proof. We need the following result (for a proof see Lang [1], p. 68):

Suppose \(K\) and \(E\) are two number fields which are linearly disjoint \((\iff \deg(KE/\mathbb{Q}) = \deg(K/\mathbb{Q}) \cdot \deg(E/\mathbb{Q}))\) and whose discriminants are relatively prime. Then \(\mathcal{O}_{KE} = \mathcal{O}_K \mathcal{O}_E\), where \(\mathcal{O}_F\) denotes the ring of algebraic integers in a field \(F\). Also

\[d(KE) = d(K)^{\deg(E/\mathbb{Q})} \cdot d(E)^{\deg(K/\mathbb{Q})}.
\]

Applying this result to cyclotomic fields, using the fact that Theorem 2.6 is true in the prime power case, we obtain the theorem for all \(n\).

We now compute the discriminant of \(\mathbb{Q}(\zeta_n)\). The above-mentioned result may be written as

\[\frac{\log |d(KE)|}{\deg(KE/\mathbb{Q})} = \frac{\log |d(K)|}{\deg(K/\mathbb{Q})} + \frac{\log |d(E)|}{\deg(E/\mathbb{Q})}.
\]

Therefore if \(n = \prod p_i^{a_i}\) we have

\[\frac{\log |d(\mathbb{Q}(\zeta_n))|}{\phi(n)} = \sum_i p_i^{a_i - 1}(p_i a_i - a_i - 1)(\log p_i)/\phi(p_i^{a_i}) = \sum_i \left(a_i - \frac{1}{p_i - 1}\right)(\log p_i) = \log n - \sum_{p | n} (\log p)/(p - 1).
\]

We obtain the following (the sign is determined from Lemma 2.2).
Proposition 2.7.

\[ d(\mathbb{Q}(\zeta_n)) = (-1)^{\phi(n)/2} \frac{n^{\phi(n)}}{\prod_{p|n} p^{\phi(n)/(p-1)}}. \]

One difference between the prime-power case and the case of general \( n \) is given in the following.

Proposition 2.8. Suppose \( n \) has at least two distinct prime factors. Then \( 1 - \zeta_n \) is a unit of \( \mathbb{Z}[\zeta_n] \) and \( \prod_{0 < j < n, (j, n) = 1} (1 - \zeta_n^j) = 1. \)

**Proof.** Since \( X^{n-1} + X^{n-2} + \cdots + X + 1 = \prod_{j=0}^{n-1} (X - \zeta_n^j) \), we may let \( X = 1 \) to obtain \( n = \prod_{j=0}^{n-1} (1 - \zeta_n^j) \). If \( p^a \) is the exact power of \( p \) dividing \( n \) then, letting \( j \) run through multiples of \( n/p^a \), we find that this product contains \( \prod_{j=0}^{p^a-1} (1 - \zeta_n^j) = p^a \). If we remove these factors for each prime dividing \( n \), we obtain \( 1 = \prod (1 - \zeta_n^j) \) where the product is over those \( j \) such that \( \zeta_n^j \) is not of prime power order. Since \( n \) is not a prime power, \( 1 - \zeta_n \) appears as a factor in this product, hence is a unit. But \( \prod_{(j, n) = 1} (1 - \zeta_n^j) \) is the norm of \( (1 - \zeta_n) \) from \( \mathbb{Q}(\zeta_n) \) to \( \mathbb{Q} \), therefore equals a unit of \( \mathbb{Z} \), namely \( \pm 1 \). Since complex conjugation is in the Galois group, the norm of any element may be written in the form \( \alpha \overline{\alpha} \), which is positive. It follows that \( \prod_{(j, n) = 1} (1 - \zeta_n^j) = +1 \), which completes the proof. We remark that the proof works even if \( n \equiv 2 \pmod{4} \). \( \square \)

One might ask what the irreducible polynomial for \( \zeta_n \) looks like. We define the \( n \)th cyclotomic polynomial

\[ \Phi_n(X) = \prod_{(j, n) = 1} (X - \zeta_n^j). \]

Since \( \deg(\mathbb{Q}(\zeta_n)/\mathbb{Q}) = \phi(n) = \deg \Phi_n(X) \), it follows that \( \Phi_n(X) \) is the irreducible polynomial for \( \zeta_n \). Also, \( \Phi_n(X) \in \mathbb{Z}[X] \) since the coefficients are rational and also are algebraic integers. In addition, it is easy to see that

\[ X^n - 1 = \prod_{d|n} \Phi_d(X). \]

The first few cyclotomic polynomials are

\[ \Phi_1(X) = X - 1, \quad \Phi_2(X) = X + 1, \quad \Phi_3(X) = X^2 + X + 1, \quad \Phi_4(X) = X^2 + 1. \]

All these have coefficients \( \pm 1 \) and \( 0 \); however, this is not true in general. By choosing \( n \) with many prime factors one can obtain arbitrarily large coefficients.

One use of cyclotomic polynomials is to give an elementary proof of a special case of Dirichlet's theorem on primes in arithmetic progressions (Corollary 2.11).
Lemma 2.9. Suppose \( p \nmid n \) and \( a \in \mathbb{Z} \). Then \( p | \Phi_n(a) \iff \) the multiplicative order of \( a \mod p \) is \( n \) (i.e., \( a^n \equiv 1 \mod p \) and \( n \) is minimal).

**Proof.** Suppose \( p | \Phi_n(a) \). Since \( X^n - 1 = \prod_{d|n} \Phi_d(X) \), we have \( a^n \equiv 1 \mod p \). Let \( k \) be the order of \( a \mod p \). Then \( k \mid n \). Suppose \( k < n \). As above, we have \( 0 \equiv a^k - 1 = \prod_{d|k} \Phi_d(a) \equiv 0 \mod p \). Consequently \( \Phi_{d|p}(a) \equiv 0 \mod p \) for some \( d_0 \). Therefore \( a^{d_0} - 1 \equiv \Phi_{d_0}(a) \cdot (\text{other factors}) \equiv 0 \mod p^2 \). Since \( \Phi_n(a + p) \equiv \Phi_n(a) \equiv 0 \mod p \), and similarly for \( \Phi_{d_0} \), we also have \( (a + p)^{d_0} - 1 \equiv 0 \mod p^2 \). Therefore \( 0 \equiv (a + p)^n - 1 \equiv a^n + npa^{n-1} - 1 \equiv npa^{n-1} \mod p^2 \). Since \( p \nmid na \), this is impossible. Therefore \( k = n \).

Conversely, suppose \( a^n - 1 \equiv 0 \mod p \). Then \( \Phi_{d|p}(a) \equiv 0 \mod p \) for some \( d \mid n \). But if \( d < n \) then the order of \( a \) would be less than \( n \) since we would have \( a^d - 1 \equiv 0 \mod p \). Therefore \( \Phi_{d|p}(a) \equiv 0 \mod p \), and the proof is complete. \( \square \)

Proposition 2.10. Suppose \( p \nmid n \). Then \( p \) divides \( \Phi_n(a) \) for some \( a \in \mathbb{Z} \iff p \equiv 1 \mod n \).

**Proof.** If \( p | \Phi_n(a) \) then \( a \mod p \) has order \( n \). Since the order of an element divides the order of the group, \( n \) divides \( p - 1 \). Conversely, if \( p \equiv 1 \mod n \), then there is an element \( a \mod p \) of order \( n \), since \( (\mathbb{Z}/p\mathbb{Z})^\times \) is cyclic. Therefore \( p | \Phi_n(a) \). \( \square \)

Corollary 2.11. For any \( n \geq 1 \) there are infinitely many primes \( p \equiv 1 \mod n \).

**Proof.** Suppose there are only finitely many, say \( p_1, \ldots, p_r \). Let \( M = np_1 \cdots p_r \) and let \( N \in \mathbb{Z} \). Then \( \Phi_n(NM) \equiv \Phi_n(0) \equiv \pm 1 \mod M \), therefore \( \mod p_i \) and \( \mod n \) \( (\Phi_n(0) = \pm 1 \) since it is a root of unity by the definition of \( \Phi_n(X) \)). In particular \( \Phi_n(NM) \) is not divisible by \( p_i \) and none of its prime factors divides \( n \). As \( N \to \infty \), \( \Phi_n(NM) \to \infty \), so for large \( N \) we have \( \Phi_n(NM) \neq \pm 1 \). Therefore there is a prime \( p \) dividing \( \Phi_n(NM) \). By the proposition, \( p \equiv 1 \mod n \). From the above, \( p \neq p_i \), \( 1 \leq i \leq r \). Therefore we have obtained a new prime. This completes the proof. \( \square \)

We remark that Euclid’s classical proof is just the above proof using \( \Phi_2(X) \). Similarly, \( \Phi_4(X) \) is used to obtain primes of the form \( 4n + 1 \).

Now we turn our attention to the splitting of primes in cyclotomic fields. First we need the following useful result.

Lemma 2.12. Suppose \( p \nmid n \) and let \( \mathcal{P} \) be a prime of \( \mathbb{Q}(\zeta_n) \) lying above \( p \). Then the \( n \)th roots of unity are distinct \( \mod \mathcal{P} \).

**Proof.** The result follows immediately from the equation

\[
n = \prod_{j=0}^{n-1} (1 - \zeta_n^j).
\]
Note that this result is not true for $p|n$. In $\mathbb{Q}(\zeta_p)$ we have $\zeta_p \equiv 1 \mod (1 - \zeta_p)$.

Assume $p \nmid n$ and let $\mathfrak{p}$ lie above $p$ in $\mathbb{Q}(\zeta_n)$. The Frobenius automorphism of $\mathbb{Q}(\zeta_n)$ is defined by

$$\sigma_p x \equiv x^p \pmod{\mathfrak{p}} \quad \text{for all} \quad x \in \mathbb{Z}[\zeta_n].$$

Since $\sigma_p \zeta_n$ is an $n$th root of unity, Lemma 2.12 implies that $\sigma_p \zeta_n = \zeta_n^p$. The order of $\sigma_p$ is the degree of the residue class extension $\mathbb{Z}[\zeta_n]/\mathbb{Z} \pmod{p}$. Now $\sigma_p^f = 1 \iff \sigma_p^f (\zeta_n) = \zeta_n \iff \zeta_n^p = \zeta_n \iff p^f \equiv 1 \pmod{n}$. Since $p$ is unramified in $\mathbb{Q}(\zeta_n)$, it is a standard fact from algebraic number theory that the degree of the residue class extension multiplied by the number of primes above $p$ equals the degree of the extension $\mathbb{Q}(\zeta_n)/\mathbb{Q}$. We have therefore proved the following.

**Theorem 2.13.** Suppose $p \nmid n$ and let $f$ be the smallest positive integer such that $p^f \equiv 1 \pmod{n}$. Then $p$ splits into $g = \phi(n)/f$ distinct primes in $\mathbb{Q}(\zeta_n)$, each of which has residue class degree $f$. In particular, $p$ splits completely $\iff p \equiv 1 \pmod{n}$.  

**Remarks.** The fact that $p$ splits completely if and only if $p \equiv 1 \pmod{n}$ means that $\mathbb{Q}(\zeta_n)$ is the ray class field modulo $n\infty$ in the sense of class field theory. Since every abelian extension of the rationals is contained in some ray class field, this proves the celebrated Kronecker–Weber theorem: Every abelian extension of $\mathbb{Q}$ is contained in some $\mathbb{Q}(\zeta_n)$. Later we shall give a proof of this result without assuming class field theory.

We also note that the splitting type of $p$ depends only on its congruence class modulo $n$. This is a characteristic of abelian extensions which can be proved using class field theory.

Theorem 2.13 is sometimes called the cyclotomic reciprocity law. One purpose of a reciprocity law is to give nice conditions for when a prime splits. For example, the quadratic reciprocity law (see Exercises) allows one to change a statement about $q$ splitting in $\mathbb{Q}(\sqrt{p})$, which depends on whether or not $p$ is a square mod $q$, into a question of whether or not $q$ is a square mod $p$. If one wished to make a list of the primes which split in $\mathbb{Q}(\sqrt{p})$, then checking whether or not $p$ is a square mod $q$ for each $q$ would be rather laborious. However, after making an initial list of squares mod $p$, one would find checking each $q$ mod $p$ to be rather easy. The cyclotomic reciprocity law has the same advantages.

As an example for the theorem, let $p = 2$ and $n = 23$. Then $2^{11} \equiv 1 \pmod{23}$, so $f = 11$. Therefore $2$ splits into two factors in $\mathbb{Q}(\zeta_{23})$. But we already know that $2$ splits as $\mathfrak{p}\overline{\mathfrak{p}}$ in $\mathbb{Q}(\sqrt{-23})$, where $\mathfrak{p} = (2, (1 + \sqrt{-23})/2)$ (see Exercise 1.4). Going from $\mathbb{Q}(\sqrt{-23})$ to $\mathbb{Q}(\zeta_{23})$, $\mathfrak{p}$ and $\overline{\mathfrak{p}}$ must remain prime. Therefore $(2) = (2, (1 + \sqrt{-23})/2)(2, (1 - \sqrt{-23})/2)$ is the explicit factorization of $(2)$ in $\mathbb{Q}(\zeta_{23})$. As shown at the end of Chapter 1, neither of these ideals can be principal.
We can also use Theorem 2.13 to treat the case \( p | n \), since \( \mathbb{Q}(\zeta_n) \) is the compositum of the linearly disjoint fields \( \mathbb{Q}(\zeta_{n/p}) \) and \( \mathbb{Q}(\zeta_n) \), where \( p^a \) is the exact power of \( p \) dividing \( n \). We determine \( f \) and \( g \) for \( \mathbb{Q}(\zeta_{n/p}) \) by Theorem 2.13 and then note that \( p \) is totally ramified in \( \mathbb{Q}(\zeta_{p^a}) \), with ramification index \( e = (p - 1)p^{a-1} \). Therefore, the ramification index, residue class degree, and number of primes above \( p \) in \( \mathbb{Q}(\zeta_n) \) must be at least \( e \), \( f \), and \( g \), respectively. Since \( efg = \deg(\mathbb{Q}(\zeta_n)/\mathbb{Q}) \), these \( e \), \( f \), \( g \) must give the correct answers for the full extension. It is now easy to see that \( \mathbb{Q}(\zeta_{n/p^a}) = \mathbb{Q}(\zeta_{n/p}) \) is the inertia field and that if we identify \( \text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q}) \) with \( (\mathbb{Z}/n\mathbb{Z})^\times \cong (\mathbb{Z}/p\mathbb{Z})^\times \oplus (\mathbb{Z}/(n/p^a)\mathbb{Z})^\times \), then the inertia group for \( p \) is \( (\mathbb{Z}/p^a\mathbb{Z})^\times \) and the decomposition group is generated by \( (\mathbb{Z}/p\mathbb{Z})^\times \) and \( p \pmod{(n/p^a)\mathbb{Z}} \).

It is possible, in theory, to give explicit generators for the prime ideals lying above a rational prime. We need the following result (for a proof, see Lang [1], p. 27).

**Proposition 2.14.** Let \( A \) be a Dedekind domain with quotient field \( K \), let \( E/K \) be a finite separable extension, and let \( B \) be the integral closure of \( A \) in \( E \). Suppose \( B = A[\alpha] \) for some \( \alpha \in E \) and let \( f(X) \) be the irreducible polynomial for \( \alpha \) over \( K \). Let \( \mathcal{P} \) be a prime ideal of \( A \). Let \( f(X) \) denote reduction modulo \( \mathcal{P} \). Suppose

\[
\bar{f}(X) = \frac{P_1(X)^{e_1}}{P_g(X)^{e_g}}
\]

is the factorization of \( f(X) \mod \mathcal{P} \) into powers of distinct monic irreducible polynomials over \( (A/\mathcal{P})[X] \). Let \( P_i(X) \in A[X] \) be a monic polynomial which reduces mod \( \mathcal{P} \) to \( \bar{P}_i(X) \). Let \( \bar{P}_i \) be the ideal of \( B \) generated by \( \mathcal{P} \) and \( P_i(\alpha) \). Then \( \bar{P}_i \) is a prime ideal of \( B \) lying over \( \mathcal{P} \), \( e_i \) is the ramification index, the \( \bar{P}_i \)'s are distinct, and

\[
\mathcal{P}B = \bar{P}_1^{e_1} \cdots \bar{P}_g^{e_g}
\]

is the factorization of \( \mathcal{P} \) in \( B \). \( \square \)

Applying the proposition to our case, we factor the cyclotomic polynomial mod \( p \) as

\[
\Phi_n(X) = \frac{P_1(X)^{e_1}}{P_g(X)^{e_g}}
\]

(actually, \( e_1 = e_2 = \cdots = e_g \) since we are working with a Galois extension). Then \( \bar{P}_i = (p, P_i(\zeta_n)) \). In the special case \( p \equiv 1 \pmod{n} \), the ideals lying above \( p \) are of the form \( (p, a - \zeta_n) \), where \( a \pmod{p} \) is of order \( n \).

When \( g \) is small, in particular \( g = 2 \), and \( p \) is unramified, then perhaps it is easier to determine the generators for the primes in the splitting field. Since these primes are then inert the rest of the way up to the full cyclotomic field, these generators work for \( \mathbb{Q}(\zeta_n) \) also. This is the method we used for \( p = 2 \) in \( \mathbb{Q}(\zeta_{23}) \) previously.

Finally, we discuss subfields of \( \mathbb{Q}(\zeta_n) \). The most important for our purposes is the maximal real subfield \( \mathbb{Q}(\zeta_n + \zeta_n^{-1}) \), denoted \( \mathbb{Q}(\zeta_n)^+ \). The extension \( \mathbb{Q}(\zeta_n)/\mathbb{Q}(\zeta_n + \zeta_n^{-1}) \) is of degree 2 since the lower field is the fixed field of
complex conjugation. Alternatively, $\zeta_n$ is a root of $X^2 - (\zeta_n + \bar{\zeta}_n^{-1})X + 1$. One interesting fact is the following.

**Proposition 2.15.** (a) If $n = p^m$ then $\mathbb{Q}(\zeta_n)/\mathbb{Q}(\zeta_n)^+$ is ramified at the prime above $p$ and at the archimedean primes, and unramified at the other primes.

(b) If $n$ is not a prime power, $\mathbb{Q}(\zeta_n)/\mathbb{Q}(\zeta_n)^+$ is unramified except at the archimedean primes.

**Proof.** In both cases, the archimedean primes ramify since $\mathbb{Q}(\zeta_n + \bar{\zeta}_n^{-1})$ is totally real and $\mathbb{Q}(\zeta_n)$ is totally complex. Part (a) is true since $p$ is totally ramified in $\mathbb{Q}(\zeta_{p^m})$ and is the only ramified finite prime. Part (b) may be proved as follows. Let $p$ and $q$ be two different prime divisors of $n$ (if $p$ or $q$ is 2, then use 4 instead of 2). Then $\zeta_p$ and $\zeta_q$ are in $\mathbb{Q}(\zeta_n)$, but not in $\mathbb{Q}(\zeta_n + \bar{\zeta}_n^{-1})$, since the latter field is real. Since $\mathbb{Q}(\zeta_n)/\mathbb{Q}(\zeta_n)^+$ is of degree 2, we must have $\mathbb{Q}(\zeta_n) = \mathbb{Q}(\zeta_n + \bar{\zeta}_n^{-1}, \zeta_p) = \mathbb{Q}(\zeta_n + \bar{\zeta}_n^{-1}, \zeta_q)$. Adjoining $\zeta_p$ allows ramification only at primes above $p$ and the archimedean primes (if $L/K$ is unramified at a prime $P$, then $LF/KF$ is unramified at primes above $P$. Here $F = \mathbb{Q}(\zeta_n + \bar{\zeta}_n^{-1})$, $L = \mathbb{Q}(\zeta_p)$, $K = \mathbb{Q}$). Similarly, adjoining $\zeta_q$ allows ramification only above $q$ and at the infinite primes. Therefore there is no ramification at finite primes, so the proof is complete.

We now look at subfields of $\mathbb{Q}(\zeta_p)$ in more detail. Let $g$ be a primitive root $\mod p$, let $e$ be a fixed divisor of $p - 1$, and let $f = (p - 1)/e$ (there is no relationship with ramification indices, etc.). Define

$$\eta_i = \sum_{j=0}^{f-1} \zeta_p^{g^i} = 1, \eta_i = 0, 1, \ldots, e - 1.$$ 

These numbers are called periods and their significance is as follows. Let $\sigma$ be the automorphism of $\mathbb{Q}(\zeta_p)$ which maps $\zeta_p$ to $\zeta_p^g$. Since $g$ is a primitive root, $\sigma$ generates the Galois group. The subgroup of order $f$ is

$$H = \{1, \sigma, \ldots, \sigma^{(f-1)}\},$$

which corresponds to $\{1, g^e, \ldots, g^{e(f-1)}\} \subseteq \mathbb{Z}/p\mathbb{Z}^\times$. Consequently, $\{g^{e(i+j)} | 0 \leq j \leq f - 1\}$ is a coset of this subgroup. It is easy to see that $H$ fixes $\eta_i$. Also $\sigma(\eta_i) = \eta_{i+1}$ for $0 \leq i \leq e - 2$, and $\sigma(\eta_{e-1}) = \eta_0$. So $\eta_i$ has exactly $e$ conjugates under $\text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})$. It follows that $\eta_i$, for any $i$, generates the subfield of $\mathbb{Q}(\zeta_p)$ of degree $e$ over $\mathbb{Q}$. For example, if $e = (p - 1)/2, f = 2$, then $\eta_i = \zeta_p^{g^i} + \zeta_p^{-g^i}$, which in the case $i = 0$ gives us $\zeta_p + \zeta_p^{-1}$.

One may ask whether or not $\mathbb{Z}[\eta_i]$ is the ring of integers of $\mathbb{Q}(\eta_i)$. In general, the answer is no (see below), but for $f = 2$ the answer is yes. In fact, we have the following.

**Proposition 2.16.** $\mathbb{Z}[\zeta_n + \bar{\zeta}_n^{-1}]$ is the ring of integers of $\mathbb{Q}(\zeta_n + \bar{\zeta}_n^{-1})$.

**Proof.** Suppose $\alpha = a_0 + a_1(\zeta_n + \bar{\zeta}_n^{-1}) + \cdots + a_N(\zeta_n + \bar{\zeta}_n^{-1})^N$ is an algebraic integer, with $N \leq \frac{1}{2} \phi(n) - 1$ and with $a_i \in \mathbb{Q}$. By removing those terms with $a_i \in \mathbb{Z}$, we may assume $a_N \notin \mathbb{Z}$. Multiplying by $\zeta_n$ and expanding the result
as a polynomial in $\zeta_n$, we find that $\zeta_n^N = a_N + \cdots + a_N \zeta_n^{2N}$ is an algebraic integer in $\mathbb{Q}(\zeta_n)$, therefore in $\mathbb{Z}[\zeta_n]$. Since $2N \leq \phi(n) - 2 \leq \phi(n) - 1$, $\{1, \zeta_n, \ldots, \zeta_n^{2N}\}$ forms a subset of a $\mathbb{Z}$-basis for the ring $\mathbb{Z}[\zeta_n]$. Therefore $a_N \in \mathbb{Z}$. This completes the proof. \qed

For the case of $\eta_i, i \neq 0$, we may take Galois conjugates of everything to find that $\mathbb{Z}[\eta_i]$ is the ring of integers of $\mathbb{Q}(\eta_i) (= \mathbb{Q}(\eta_0))$ for $f = 2$.

There are many counterexamples for $f > 2$. Several may be obtained in a way similar to the following. Let $p = 31, f = 5$. Since $2^5 \equiv 1 \pmod{31}$, $2$ splits completely in the extension over $\mathbb{Q}$ of degree $6$, which is $\mathbb{Q}(\eta_5)$. Suppose the ring of integers of $\mathbb{Q}(\eta_i)$ has the form $\mathbb{Z}[\alpha]$ for some $\alpha$. Let $f(X)$ be the irreducible polynomial for $\alpha$ over $\mathbb{Q}$. By Proposition 2.14, $f(X)$ must factor as a product of $6$ distinct linear factors over $\mathbb{Z}/2\mathbb{Z}$. But $X$ and $X + 1$ are the only linear polynomials mod $2$, so this is impossible. Therefore the ring of integers cannot be $\mathbb{Z}[\alpha]$; in particular, it cannot be $\mathbb{Z}[\eta_i]$.

**NOTES**

Most of the results in this chapter are due to Kummer. For an application of the cyclotomic splitting laws to primality testing, see Adleman–Pomerance–Rumely [1] and Lenstra [7].

**EXERCISES**

2.1. Show $\mathbb{Q}(\zeta_{p^i})$ contains a quadratic subfield ($p$ is an odd prime). Using the fact that only $p$ can ramify, show that this field must be $\mathbb{Q}(\sqrt{\pm p})$, where we have + if $p \equiv 1 \pmod{4}$ and − if $p \equiv 3 \pmod{4}$.

2.2. Show that $\mathbb{Q}(\zeta_8)$ contains 3 quadratic subfields. Determine which ones they are.

2.3. Show that the only roots of unity in $\mathbb{Q}(\zeta_n)$ are of the form $\pm \zeta_n^i$.

2.4. Let $p$ be an odd prime. Show that there is a unique subfield $K$ of $\mathbb{Q}(\zeta_{p^i})$ of degree $p$ over $\mathbb{Q}$. Show that $2^{p-1} \equiv 1 \pmod{p^2}$ if and only if $2$ splits completely in $K$ (the primes 1093 and 3511 are the only primes known which satisfy this relation. It can be shown that if $2^{p-1} \not\equiv 1 \pmod{p^2}$ then the first case of Fermat’s Last Theorem holds.).

2.5 (a) Determine explicitly the factorizations of 2, 3, 5, 7, and 11 in $\mathbb{Q}(\zeta_{20})$, and show that all the prime ideals lying above these primes are principal (Hints: The quadratic subfields of $\mathbb{Q}(\zeta_{20})$ are $\mathbb{Q}(\sqrt{-5}), \mathbb{Q}(i), \mathbb{Q}(\sqrt{5})$. The prime 2 may be treated via $\mathbb{Q}(i)$. For 3 and 7, observe that $\omega_3^2 + \omega_7^2 = 3$ and $\omega_3^4 + \omega_7^4 = 7$, where $\omega_1 = (1 + \sqrt{5})/2$ and $\omega_2 = (1 - \sqrt{5})/2$. For 5, show that the norm from $\mathbb{Q}(\zeta_{20})$ to $\mathbb{Q}(\zeta_5)$ of $(\zeta_5 + \zeta_5^{-1}) + \zeta_5^5 - i$ is 1 − $\zeta_5$. For 11, first determine its prime factors in $\mathbb{Q}(\zeta_5)$).

(b) A theorem of Minkowski states that in every ideal class of a number field $K$, there exists an integral ideal $A$ satisfying

$$\frac{NA}{n!} \leq \frac{4}{\pi^2} \sqrt{|d(K)|},$$

where $d(K)$ is the discriminant of $K$. Prove this theorem.
where $N_A$ is the norm of $A$, $n$ is the degree of $K$ over $\mathbb{Q}$, $d(K)$ is the discriminant, and $r_2$ is the number of pairs of complex embeddings (see Lang [1] p. 119). Show that all ideals $A$ satisfying this inequality are principal, so $\mathbb{Q}(\zeta_{2n})$ has class number 1 (note however that it has a subfield $\mathbb{Q}(\sqrt{-5})$ of class number 2).

2.6. Let $p$ and $q$ be distinct odd primes. Let $(p/q) = +1$ if $x^2 \equiv p \pmod{q}$ has a solution, and $(p/q) = -1$ otherwise. The quadratic reciprocity law states that

\[
\left(\frac{p}{q}\right) = \left(\frac{q}{p}\right) \text{ if either } p \equiv 1 \pmod{4} \text{ or } q \equiv 1 \pmod{4}
\]

and

\[
\left(\frac{p}{q}\right) = -\left(\frac{q}{p}\right) \text{ if both } p \equiv 3 \pmod{4} \text{ and } q \equiv 3 \pmod{4}.
\]

Justify the steps in the following proof.

(a) Assume $p \equiv 1 \pmod{4}$, $q$ arbitrary. Then

\[
\left(\frac{p}{q}\right) = 1 \iff x^2 - x + \frac{1 - p}{4} \equiv 0 \pmod{q} \text{ is solvable}
\]

\[
\iff q \text{ splits in } \mathbb{Q}(\sqrt{p}) = \mathbb{Q}\left(\frac{1 + \sqrt{p}}{2}\right)
\]

\[
\iff \sigma_q = \text{Frobenius for } q \text{ in } \mathbb{Q}(\zeta_p) \text{ fixes } \mathbb{Q}(\sqrt{p})
\]

\[
\iff q \equiv a^2 \pmod{p} \text{ is solvable} \iff \left(\frac{q}{p}\right) = 1.
\]

The same argument works if $q \equiv 1 \pmod{4}$ and $p$ is arbitrary.

(b) Assume both $p \equiv 3 \pmod{4}$ and $q \equiv 3 \pmod{4}$. Imitate part (a) to show $(p/q) = -(q/p)$. (Since $-1$ is not a square modulo a prime congruent to 3 mod 4, we have $x^2 \equiv p \pmod{q}$ has a solution $\iff x^2 \equiv -p \pmod{q}$ does not have a solution).

2.7. Using the techniques of the previous exercise, show that $x^2 \equiv 2 \pmod{p}$ has a solution if $p \equiv \pm 1 \pmod{8}$ and does not have a solution if $p \equiv \pm 3 \pmod{8}$.

2.8. (Lenstra). This exercise gives another proof of Proposition 2.7.

(a) Let $\Phi_n(X)$ be the $n$th cyclotomic polynomial. Show that

\[
\Phi_n(X) = \prod_{d|n} (X^{n/d} - 1)^{\mu(d)},
\]

where $\mu(d)$ is the Möbius function; $\mu(d) = 0$ if $d$ is not square-free; if $d$ is square-free then $\mu(d) = (-1)^\pi$ where $\pi$ is the number of prime factors of $d$. A useful fact: $\sum_{d|n} \mu(d) = 1$ if $n = 1$, $= 0$ if $n > 1$.

(b) Let $X^n - 1 = \Phi_n(X) \cdot \Psi_n(X)$. Show that $\Phi_n(\zeta_n) = n\zeta_n^{n-1}/\Psi_n(\zeta_n)$. Since $\zeta_n$ generates the ring of integers of $\mathbb{Q}(\zeta_n)$, $\Phi_n(\zeta_n)$ generates the different, and its norm to $\mathbb{Q}$ gives the discriminant.

(c) Show that $\Psi_n(\zeta_n) = (\text{unit}) \cdot \prod_{p|n} (\zeta_n^{n/p} - 1)$.

(d) Show that $\text{Norm}(\zeta_p - 1) = p^{\phi(n)/(p-1)}$.

(e) Deduce Proposition 2.7.
Chapter 3

Dirichlet Characters

In this chapter we introduce the basic facts about Dirichlet characters. We then show how they may be used to obtain information about the arithmetic of number fields. As a result, we show how to obtain ideal class groups containing prescribed subgroups.

A Dirichlet character is basically a multiplicative homomorphism \( \chi: (\mathbb{Z}/n\mathbb{Z})^\times \to \mathbb{C}^\times \). If \( n|m \) then \( \chi \) induces a homomorphism \( (\mathbb{Z}/m\mathbb{Z})^\times \to \mathbb{C}^\times \) by composition with the natural map \( (\mathbb{Z}/m\mathbb{Z})^\times \to (\mathbb{Z}/n\mathbb{Z})^\times \). Therefore, we could regard \( \chi \) as being defined mod \( m \) or mod \( n \), since both are essentially the same map. It is convenient to choose \( n \) minimal and call it the conductor of \( \chi \), denoted \( f \) or \( f_\chi \).

Examples. (1) Let \( \chi: (\mathbb{Z}/8\mathbb{Z})^\times \to \mathbb{C}^\times \) be defined by \( \chi(1) = 1, \chi(3) = -1, \chi(5) = 1, \chi(7) = -1 \). Since \( \chi(a + 4) = \chi(a) \), it is clear \( \chi \) may be defined mod 4 by \( \chi(1) = 1, \chi(-3) = -1 \). Since 4 is minimal, \( f_\chi = 4 \).

(2) Let \( \chi: (\mathbb{Z}/6\mathbb{Z})^\times \to \mathbb{C}^\times \) be defined by \( \chi(1) = 1, \chi(5) = -1 \). Then \( \chi \) is induced by the map \( (\mathbb{Z}/3\mathbb{Z})^\times \to \mathbb{C}^\times \) which sends 1 to 1 and 2 to \( -1 \). Therefore \( f_\chi = 3 \).

It is convenient to classify characters into two types: if \( \chi(-1) = 1 \) then \( \chi \) is called even; if \( \chi(-1) = -1 \) then \( \chi \) is called odd. Both of the above examples are odd characters.

Many times we regard \( \chi \) as a map \( \mathbb{Z} \to \mathbb{C} \) by letting \( \chi(a) = 0 \) if \( (a, f_\chi) \neq 1 \). It is therefore important to make a convention regarding the modulus of definition of \( \chi \). We shall always regard \( \chi \) as being defined modulo its conductor. Such characters are called primitive. Essentially, this choice makes \( \chi(a) = 0 \) happen as little as possible. Also \( \chi \) is then periodic of period \( f_\chi \).
In Example 2, the fact that $\chi$ defined mod 6 did not have period 3 can be explained by the fact that 6 contains the extraneous prime 2, so all even $a$ had $\chi(a) = 0$.

In the following, when we talk of the characters of $(\mathbb{Z}/n\mathbb{Z})^\times$, or of the characters mod $n$, we shall be including characters of conductor dividing $n$, for example the trivial character of conductor 1.

The convention that all characters are primitive plays a part in the multiplication of characters. Let $\chi$ and $\psi$ be Dirichlet characters of conductors $f_\chi$ and $f_\psi$. We define $\chi\psi$ as follows. Consider the homomorphism

$$\gamma: (\mathbb{Z}/\text{lcm}(f_\chi, f_\psi)\mathbb{Z})^\times \to \mathbb{C}^\times$$

defined by $\gamma(a) = \chi(a)\psi(a)$. Then $\chi\psi$ is the primitive character associated to $\gamma$.

EXAMPLES. (3) Define $\chi$ mod 12 by $\chi(1) = 1$, $\chi(5) = -1$, $\chi(7) = -1$, $\chi(11) = 1$ and define $\psi$ mod 3 by $\psi(1) = 1$, $\psi(2) = -1$. Then $\chi\psi$ on $(\mathbb{Z}/12\mathbb{Z})^\times$ has the values $\chi\psi(1) = 1$, $\chi\psi(5) = \chi(5)\psi(2) = -1$, $\chi\psi(7) = -1$, $\chi\psi(11) = -1$. It is easy to see that $\chi\psi$ has conductor 4 and satisfies $\chi\psi(1) = 1$, $\chi\psi(3) = -1$. Note that $\chi\psi(3) = -1 \neq \chi(3)\psi(3)$.

(4) Let $\chi$ be any character and let $\psi = \overline{\chi}$ (complex conjugate). Then $\psi(a) = \chi(a)^{-1}$ if $(a, f_\chi) = 1$. It follows that $\chi\overline{\chi}$ is the trivial character: $\chi\overline{\chi}(a) = 1$ for all $a$ (including $a = 0$).

(5) If $(f_\chi, f_\psi) = 1$ then $f_{\chi\psi} = f_\chi f_\psi$ (see Exercises).

The advantage of using primitive characters become evident when one takes a product of several characters of various conductors, since otherwise the modulus of definition could grow quite rapidly. Also, with our convention, there is only one trivial character, rather than one for each modulus.

It is sometimes advantageous to think of Dirichlet characters as being characters of Galois groups of cyclotomic fields. If we identify $\text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q})$ with $(\mathbb{Z}/n\mathbb{Z})^\times$ then a Dirichlet character mod $n$ is a Galois character. The Examples 1 and 2 above may be interpreted as follows:

(1) The kernel is 1 (mod 8) and 5 (mod 8). In the Galois group these form $\text{Gal}(\mathbb{Q}(\zeta_8)/\mathbb{Q}(\zeta_4))$, so $\chi$ is a character of the quotient of $(\mathbb{Z}/8\mathbb{Z})^\times$ by this subgroup. Consequently $\chi$ is a character of $\text{Gal}(\mathbb{Q}(\zeta_4)/\mathbb{Q}) \simeq (\mathbb{Z}/4\mathbb{Z})^\times$.

(2) In this case $\mathbb{Q}(\zeta_6) = \mathbb{Q}(\zeta_3)$ so a character mod 6 and a character mod 3 are characters of the same Galois group.

In general, let $\chi$ be a character mod $n$, hence a character of $\text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q})$. Let $K$ be the fixed field of the kernel of $\chi$. Then $K \subseteq \mathbb{Q}(\zeta_n)$, and if $n$ is minimal then $n = f_\chi$. The field $K$ depends only on $\chi$ and is called the field belonging to $\chi$. More generally, let $X$ be a finite group of Dirichlet characters. Let $n$ be the least common multiple of the conductors of the characters in $X$, so $X$ is a subgroup of the characters of $\text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q})$. Let $H$ be the intersection of the
kernels of these characters and let \( K \) be the fixed field of \( H \). Then \( X \) is precisely the set of homomorphisms \( \text{Gal}(K/Q) \to \mathbb{C}^\times \) (see below). The field \( K \) is called the field belonging to \( X \), and we have \( \text{deg}(K/Q) = \text{order of } X \); in fact, \( X \cong \text{Gal}(K/Q) \) (see below). If \( X \) is cyclic, generated by \( \chi \), then \( K \) is precisely the same as the field belonging to \( \chi \) mentioned above.

**Examples.** (6) If \( X \) is the group of characters of \((\mathbb{Z}/n\mathbb{Z})^\times\) satisfying \( \chi(-1) = +1 \), then complex conjugation \((\zeta_n \mapsto \zeta_n^{-1})\) is in the kernel of each \( \chi \in X \). The field associated to \( X \) is \( \mathbb{Q}(\zeta_n + \zeta_n^{-1}) \), which is the maximal real subfield of \( \mathbb{Q}(\zeta_n) \). Similarly, if \( \chi \) is any character then the field belonging to \( \chi \) is real if and only if \( \chi(-1) = +1 \).

(7) The character \( \chi \) of example (3) must correspond to a quadratic sub-extension of \( \mathbb{Q}(\zeta_{12}) = \mathbb{Q}(\zeta_3)\mathbb{Q}(\zeta_4) = \mathbb{Q}(\sqrt{-3})\mathbb{Q}(i) \). The three quadratic subfields are \( \mathbb{Q}(\sqrt{-3}) \), \( \mathbb{Q}(i) \), and \( \mathbb{Q}(\sqrt{3}) \). The first two choices would force \( \chi \) to have conductor 3 and 4, respectively, which is not the case. Therefore, \( \mathbb{Q}(\sqrt{3}) \) is the field belonging to \( \chi \). Alternatively, since \( \chi(-1) = +1 \), the field belonging to \( \chi \) must be real. The fact that the discriminant of \( \mathbb{Q}(\sqrt{3}) \) is 12 can be used to explain the fact that \( \chi \) has conductor 12 (see Theorem 3.11).

The preceding notions can be put in the setting of characters of finite abelian groups, which we now review. Let \( G \) be a finite abelian group and let \( \hat{G} \) denote the group of multiplicative homomorphisms from \( G \) to \( \mathbb{C}^\times \).

**Lemma 3.1.** If \( G \) is a finite abelian group, then \( G \cong \hat{G} \) (noncanonically).

**Proof.** \( G \) may be written a direct sum of groups of the form \( \mathbb{Z}/m\mathbb{Z} \). Therefore \( \hat{G} \) is the product of groups of the form \((\mathbb{Z}/m\mathbb{Z})^\times \). But if \( \chi \in (\mathbb{Z}/m\mathbb{Z})^\times \), then \( \chi(1) \) determines \( \chi \) (remember \( \mathbb{Z}/m\mathbb{Z} \) is additive). Since \( \chi(1) \) can be any \( m \)th root of unity, the lemma is true for \( \mathbb{Z}/m\mathbb{Z} \), hence for \( G \).

**Corollary 3.2.** \( \hat{G} \cong G \) (canonically).

**Proof.** Let \( g \in G \). Then \( g: \hat{G} \to \mathbb{C}^\times \) by \( g: \chi \to \chi(g) \). Suppose \( \chi(g) = 1 \) for all \( \chi \in \hat{G} \). Let \( H \) be the subgroup of \( G \) generated by \( g \). Then \( \hat{G} \) acts as a set of distinct characters of \( G/H \). But there are at most \( \#(G/H) \) of these by the lemma. Therefore, \( H = 1 \), so \( g = 1 \). Consequently \( G \) injects into \( \hat{G} \). Since \( \#(G) = \#(\hat{G}) = \#(\hat{G}), \) we are done.

Many times it is convenient to identify \( \hat{G} = G \). We have a natural pairing
\[
G \times \hat{G} \to \mathbb{C}^\times \\
(g, \chi) \mapsto \chi(g).
\]
This pairing is nondegenerate: if \( \chi(g) = 1 \) for all \( \chi \in \hat{G} \) then \( g = 1 \) by the above argument. If \( \chi(g) = 1 \) for all \( g \in G \) then, of course, \( \chi = 1 \).
Now let $H$ be a subgroup of $G$. Let
$$H^\perp = \{ \chi \in \hat{G} | \chi(h) = 1, \forall h \in H \}.$$ 

We clearly have a natural isomorphism $H^\perp \simeq \hat{G}/H$.

**Proposition 3.3.** $\hat{H} \simeq \hat{G}/H^\perp$.

**Proof.** By restriction we have a map $\hat{G} \to \hat{H}$. The kernel is $H^\perp$. It remains to show surjectivity. But $\#(H^\perp) = \#(\hat{G}/H) = \#(G/H) = \#(G)/\#(H)$. Therefore $\#(\hat{H}) = \#(H) = \#(G)/\#(H^\perp) = \#(\hat{G})/\#(H^\perp)$. The proposition follows. 

**Proposition 3.4.** $(H^\perp)^\perp = H$ (we equate $\hat{G} = G$).

**Proof.** As in the preceding proof, a straightforward calculation shows both groups have the same order. If $h \in H$ then $h : \chi \to \chi(h)$ maps $H^\perp \to 1$. Therefore $H \subseteq H^\perp^\perp$. Therefore they are equal.

**Remarks.** Since $\hat{G} = G$, we may reverse the roles of $G$ and $\hat{G}$ in all the above. The above results, with the exception of Lemma 3.1, hold for locally compact abelian groups. However, the proofs are more difficult since counting arguments cannot be used.

We now return to Dirichlet characters. Let $X$ be the group of Dirichlet characters associated to a field $K$. Then we have a pairing
$$\text{Gal}(K/\mathbb{Q}) \times X \to \mathbb{C}^\times.$$ 

Let $L$ be a subfield of $K$ and let
$$Y = \{ \chi \in X | \chi(g) = 1, \forall g \in \text{Gal}(K/L) \}.$$ 

Then
$$Y = \text{Gal}(K/L)^\perp = (\text{Gal}(K/\mathbb{Q})/\text{Gal}(K/L))^\wedge$$
$$= \text{Gal}(L/\mathbb{Q})^\wedge.$$ 

Conversely, if we start with a subgroup $Y \subseteq X$ and let $L$ be the fixed field of
$$Y^\perp = \{ g \in \text{Gal}(K/\mathbb{Q}) | \chi(g) = 1, \forall \chi \in Y \},$$
then $Y^\perp = \text{Gal}(K/L)$, by Galois theory. Therefore $Y = Y^{\perp \perp} = \text{Gal}(K/L)^\perp = \text{Gal}(L/\mathbb{Q})^\wedge$. It follows that we have a one–one correspondence between subgroups of $X$ and subfields of $K$ given by
$$\text{Gal}(K/L)^\perp \leftrightarrow L$$
$$Y \leftrightarrow \text{fixed field of } Y^\perp.$$
This gives us a one-one correspondence between all groups of Dirichlet characters and subfields of cyclotomic fields, since any two groups may be regarded as subgroups of some larger group.

Since \( \text{Gal}(L/\mathbb{Q}) \) is a finite abelian group we have \( Y = \text{Gal}(L/\mathbb{Q})^\wedge \simeq \text{Gal}(L/\mathbb{Q}) \). This isomorphism, though useful, is noncanonical and is better expressed by the natural nondegenerate pairing

\[
\text{Gal}(L/\mathbb{Q}) \times Y \to \mathbb{C}^\times.
\]

We leave the following statements as exercises: Let \( X_i \) correspond to \( K_i \). Then

1. \( X_1 \subseteq X_2 \Leftrightarrow K_1 \subseteq K_2 \).
2. The group generated by \( X_1 \) and \( X_2 \) corresponds to the compositum \( K_1K_2 \).

We now show how ramification indices may be computed in terms of characters.

Let \( n = \prod p^a \). Corresponding to the decomposition

\[
(\mathbb{Z}/n\mathbb{Z})^\times \simeq \prod (\mathbb{Z}/p^a\mathbb{Z})^\times
\]

we may write any character \( \chi \) defined mod \( n \) as

\[
\chi = \prod \chi_p
\]

where \( \chi_p \) is a character defined mod \( p^a \). If \( X \) is a group of Dirichlet characters, then we let

\[
X_p = \{ \chi_p \mid \chi \in X \}.
\]

In Example (3), \( \chi \) may be written as \( \chi = \chi_2 \cdot \chi_3 \) where \( \chi_2 \) is the character \( \chi_2\psi \) of conductor 4 from that example and \( \chi_3 = \psi^{-1} = \psi \).

**Theorem 3.5.** Let \( X \) be a group of Dirichlet characters and \( K \) the associated field. Let \( p \) be a prime number with ramification index \( e \) in \( K \). Then \( e = \#(X_p) \).

**Proof.** Let \( n \) be the least common multiple of the conductors of the characters of \( X \), so \( K \subseteq \mathbb{Q}(\zeta_n) \). Let \( n = p^a \cdot m \) with \( p \nmid m \). Form the field \( L = K(\zeta_m) = K \cdot \mathbb{Q}(\zeta_m) \). (See diagram on p. 24). Then the group of characters of \( L \) is generated by \( X \) and the characters of \( (\mathbb{Z}/n\mathbb{Z})^\times \) of conductor prime to \( p \) (i.e., the characters mod \( m \)). Therefore it is the direct product of \( X_p \) with the characters of \( \mathbb{Q}(\zeta_m) \). Consequently \( L \) is the compositum of \( \mathbb{Q}(\zeta_m) \) with the field \( F \subseteq \mathbb{Q}(\zeta_{p^n}) \) belonging to \( X_p \). Since \( p \) is unramified in \( \mathbb{Q}(\zeta_m) \), the ramification index for \( p \) in \( K \) is the same as for \( p \) in \( L \). Since \( L/F \) is unramified for \( p \), this ramification index is the same as that for \( F \), which is \( \deg(F/\mathbb{Q}) = \#(X_p) \). This completes the proof.
What happens in the proof is maybe best explained by an example. Consider the quadratic character \( \chi \mod 12 \) corresponding to the field \( \mathbb{Q}(\sqrt{3}) = \mathbb{Q}(\sqrt{12}) \). Then \( \chi = \chi_2 \chi_3 \) as above. The ramifications at 2 and 3 are occurring simultaneously, but we want to isolate, say, the prime 2. So we adjoin the character \( \chi_3 \) and obtain the group generated by \( \chi_2 \chi_3 \) and \( \chi_3 \), which is also generated by \( \chi_2 \) and \( \chi_3 \). We now have the picture

So we have “split” the field \( \mathbb{Q}(\sqrt{3}) \) so as to isolate the ramification at 2.

**Corollary 3.6.** Let \( \chi \) be a Dirichlet character and \( K \) the associated field. Then \( p \) ramifies in \( K \) if and only if \( \chi(p) = 0 \) (equivalently \( p \mid f \)).

More generally, let \( L \) be the field associated with a group \( X \) of Dirichlet characters. Then \( p \) is unramified in \( L/\mathbb{Q} \) if and only if \( \chi(p) \neq 0 \) for all \( \chi \in X \).

**Proof.** \( p \) ramifies in \( L/\mathbb{Q} \) if and only if \( X_p \neq 1 \) if and only if \( \exists \chi \in X \) with \( \chi_p \neq 1 \) if and only if \( \exists \chi \in X \) with \( p \mid f_\chi \). \( \square \)

**Theorem 3.7.** Let \( X \) be a group of Dirichlet characters, \( K \) the associated field. Let

\[
Y = \{ \chi \in X | \chi(p) \neq 0 \}, \quad Z = \{ \chi \in X | \chi(p) = 1 \}.
\]

Then \( e = [X : Y], \quad f = [Y : Z], \) and \( g = [Z : 1] \) are the ramification index for \( p \) in \( K \), the residue class degree, and the number of primes lying above \( p \), respectively. In fact

\[
X/Y \simeq \text{the inertia group}, \quad X/Z \simeq \text{the decomposition group},
\]

\[
Y/Z \text{ is cyclic of order } f.
\]
PROOF. Let $L$ be the subfield of $K$ corresponding to $Y$. By Corollary 3.6, $L$ is the maximal subfield of $K$ in which $p$ is unramified. It is a standard fact from algebraic number theory that $L$ is then the fixed field of the inertia group, so the inertia group is $\text{Gal}(K/L)$. Under the pairing

$$\text{Gal}(K/\mathbb{Q}) \times X \to \mathbb{C}^\times$$

we have $Y = \text{Gal}(K/L)^\perp$ by the correspondence between subgroups and subfields, so

$$X/Y = \text{Gal}(K/\mathbb{Q})^\perp/\text{Gal}(K/L)^\perp = \text{Gal}(K/L)^\perp$$

$$\simeq \text{Gal}(K/L).$$

Since the ramification index equals the order of the inertia group, we have $e = [X : Y]$. We now restrict our attention to the extension $L/\mathbb{Q}$, which is unramified at $p$ and has $Y$ as its group of characters. Let $n = \text{lcm } f_\chi (\chi \in Y)$. Then $p \nmid n$ and $L \subseteq \mathbb{Q}(\zeta_n)$. The Galois group of $\mathbb{Q}(\zeta_n)/\mathbb{Q}$ is $(\mathbb{Z}/n\mathbb{Z})^\times$ and the Frobenius for $p$ is $p (\text{mod } n)$, which corresponds to the map $\zeta_n \mapsto \zeta_n^p$. The Galois group of $L/\mathbb{Q}$ is a quotient group of $(\mathbb{Z}/n\mathbb{Z})^\times$ by $\text{Gal}(\mathbb{Q}(\zeta_n)/L)$. The Frobenius $\sigma_p$ for $L/\mathbb{Q}$ is just the coset of $p$ in this quotient. But if $\chi \in Y$ then $\chi$ kills $\text{Gal}(\mathbb{Q}(\zeta_n)/L)$. Therefore $\chi(\sigma_p) = \chi(p)$, so $\chi(\sigma_p) = 1 \iff \chi(p) = 1$. Therefore $Z = \langle \sigma_p \rangle^\perp$ under the pairing

$$\text{Gal}(L/\mathbb{Q}) \times Y \to \mathbb{C}^\times,$$

where $\langle \sigma_p \rangle$ denotes the cyclic group (of order $f$) generated by $\sigma_p$. Consequently

$$Y/Z \simeq \langle \sigma_p \rangle \simeq \langle \sigma_p \rangle,$$

so $f = [Y : Z]$. Since the fixed field of the Frobenius is the splitting field for $p$, it also follows that $Z$ is the group of characters corresponding to the splitting field, which is of degree $g$; so $g = [Z : 1]$.

Returning to the extension $K/\mathbb{Q}$, we note that the splitting field is the fixed field of the decomposition group (which is generated by the inertia group and an extension of $\sigma_p$ to $K$). Therefore, as above, we obtain $X/Z \simeq$ the decomposition group. This completes the proof. \qed

We now show how Theorem 3.5 may be used to construct unramified extensions.

**Proposition 3.8.** Let $G$ be any finite abelian group. Then there exist fields $L$ and $K$ such that

(a) $\text{Gal}(L/K) \simeq G$, and

(b) $L/K$ is unramified at all primes (including the archimedean primes).

We may also make $L/\mathbb{Q}$ abelian and $K/\mathbb{Q}$ cyclic.
Proof. By the structure theorem for finite abelian groups, we may write
\[ G \cong \mathbb{Z}/n_1\mathbb{Z} \oplus \cdots \oplus \mathbb{Z}/n_r\mathbb{Z} \]
for some integers \( n_1, \ldots, n_r \). Let \( p_1, \ldots, p_r \) be distinct primes satisfying \( p_i \equiv 1 \pmod{2n_i} \). Since \( \text{Gal}(\mathbb{Q}(\zeta_{p_i})/\mathbb{Q}) \) is cyclic of order \( p_i - 1 \), there exists a character \( \psi_i \) of conductor \( p_i \) and order \( p_i - 1 \). Let \( \chi_i = \psi_i^{(p_i-1)/n_i} \). Since \( (p_i - 1)/n_i \) is even, \( \chi_i(-1) = +1 \). Let \( p_{r+1} \) be another odd prime and let \( \chi_{r+1} \) be an odd character of conductor \( p_{r+1} \) (for example, \( \psi_{r+1} \)). Define
\[ \chi = \chi_1 \cdots \chi_{r+1}, \]
and let \( K \) be the corresponding field. Since
\[ \chi(-1) = \chi_1(-1) \cdots \chi_{r+1}(-1) = -1, \]
\( K \) is complex, so every extension of \( K \) is unramified at the archimedean primes.

Let \( X \) be the group generated by \( \{\chi_1, \ldots, \chi_{r+1}\} \) and let \( L \) be the corresponding field. Clearly \( X_{p_i} \) is generated by \( \chi_i \) for \( 1 \leq i \leq r+1 \) and \( X_p \) is trivial for all other primes \( p \). It follows from Theorem 3.5 that both \( L \) and \( K \) have the same ramification indices at each finite prime. Therefore \( L/K \) is unramified at all primes.

Observing that \( X \) is also generated by \( \{\chi_1, \ldots, \chi_r, \chi\} \), we easily see that
\[ \text{Gal}(L/K) \cong X/\langle \chi \rangle = \langle \chi_1, \ldots, \chi_r \rangle \]
\[ \cong \mathbb{Z}/n_1\mathbb{Z} \oplus \cdots \oplus \mathbb{Z}/n_r\mathbb{Z} \cong G. \]
This completes the proof.

Corollary 3.9. Given any finite abelian group \( G \), there exists a cyclic extension \( K \) of \( \mathbb{Q} \) such that the ideal class group of \( K \) contains a subgroup isomorphic to \( G \).

Proof. We shall use one of the main results of class field theory:

Let \( K \) be a number field and let \( H \) be the maximal unramified (at all primes, finite and infinite) abelian extension of \( K \). Then \( \text{Gal}(H/K) \) is isomorphic to the ideal class group of \( K \) (the field \( H \) is called the Hilbert class field of \( K \)).

By Proposition 3.8 there exists \( K \), and a subextension of \( H/K \) with Galois group \( G \). Therefore the ideal class group has a quotient group isomorphic to \( G \). The corollary follows from the next lemma.

Lemma 3.10. If \( A \) is a finite abelian group and \( B \) is a subgroup, then \( A \) contains a subgroup isomorphic to \( A/B \).

Proof. This result could be proved via the structure theory of finite abelian groups. Another proof is the following:
\[ A/B \cong (A/B)^{\hat{\ }} \cong B^\perp \subseteq \hat{A} \cong A. \]
It is unknown whether or not every finite abelian group occurs as the class group of some number field.

We finish this chapter with a useful result which relates to the material of this chapter but which will be proved in the next chapter.

**Theorem 3.11** (Conductor–Discriminant Formula). Let $K$ be the number field associated to the group $X$ of Dirichlet characters. Then the discriminant of $K$ is given by

$$d(K) = (-1)^{r_2} \prod_{x \in X} f_x.$$  

This theorem can be very useful for computing discriminants of abelian number fields. For example, consider the real subfield of $\mathbb{Q}(\zeta_p)$. The group of characters consists of the trivial character of conductor 1 and $(p - 3)/2$ other characters, all of conductor $p$. Since $r_2 = 0$ we have $d(\mathbb{Q}(\zeta_p + \zeta_p^{-1})) = p^{(p-3)/2}$.

**Notes**

The use Dirichlet characters to describe the arithmetic of an abelian field can be found in Leopoldt [9]. The above proofs of Proposition 3.8 and Corollary 3.9 are from Hasse [3]. For a generalization of Proposition 3.8 to non-abelian groups, see Fröhlich [1]. It can be shown that any finite abelian group occurs as a subgroup of the class group of some cyclotomic field $\mathbb{Q}(\zeta_p)$. See Cornell [1]. The techniques of Corollary 3.9 do not suffice for this, since the unramified extension constructed there is contained in a cyclotomic field; hence it collapses when it is lifted (Proposition 4.11 fails). It is not known whether or not every finite abelian group occurs as the class group of some number field. However, every finite abelian $\ell$-group is the $\ell$-Sylow subgroup of the class group for some number field (Yahagi [1]). The corresponding result for divisor classes of degree 0 is false for function fields over finite fields (Stichtenoth [1]).

The techniques of Proposition 3.8 are part of what is known as genus theory. For more on this useful subject, see Ishida [1].

For more on the conductor–discriminant formula, see Hasse [2].

**Exercises**

3.1. Show that if $(f_x, f_\psi) = 1$ then $f_{x\psi} = f_x f_\psi$.

3.2. Suppose $X_i$ is a group of Dirichlet characters corresponding to the field $K_i$, $i = 1, 2$.

Show that (a) $X_1 \subseteq X_2 \iff K_1 \subseteq K_2$, and (b) the group generated by $X_1$ and $X_2$ corresponds to the composition $K_1 K_2$.

3.3. Let $K$ be the field corresponding to the group $X$. Describe, in terms of $X$, the maximal abelian extension $L$ of $K$ which is abelian over $\mathbb{Q}$ and is unramified (over $K$).
at all primes. Do this for both the case where there is no ramification at the infinite primes and the case where ramification at infinity is allowed. You may assume the Kronecker–Weber theorem, which says that all abelian extensions of $\mathbb{Q}$ lie inside cyclotomic fields.

3.4. Using the notation of Exercise 3.3, let $K$ be a quadratic field. Give the field $L$ explicitly in the form $\mathbb{Q}(\alpha, \beta, \gamma, \ldots)$. Conclude that if the discriminant of $K$ has $s$ distinct prime factors then (a) $2^{s-1}$ divides the class number if $K$ is imaginary, (b) $2^{s-2}$ divides the class number if $K$ is real. (This relates to the theory of genera. $L$ is called the genus field.)

3.5. (a) Show that there are two quadratic characters of conductor exactly 8, one of which is even, the other odd.
(b) Show that if $f = 4$ or an odd prime, then there is a quadratic character of conductor exactly $f$.
(c) Let $D$ be the discriminant of a quadratic field. Show there is a quadratic character of conductor $|D|$ and show this character is unique unless $8 | D$, in which case there are two such characters, one even and one odd.
(d) Show that for any integer $D$ there is at most one quadratic field whose discriminant is $\pm D$, unless $8 | D$, in which case there are can be two such fields, one real and the other imaginary.
(e) Show that every quadratic field is contained in a cyclotomic field. If the discriminant is $D$, we may use $\mathbb{Q}(\zeta_{|D|})$: show that $\mathbb{Q}(\zeta_n)$ with $n < |D|$ does not contain the quadratic field.

3.6. (a) Let $\chi$ be a nontrivial character. Show that

$$\sum_{a=1}^{f} \chi(a) = 0.$$ 

(Hint: multiply by $\chi(b)$, with $\chi(b) \neq 1$.)

(b) Suppose $n$ is a positive integer and suppose $a \not\equiv 1 \pmod{n}$ and $(a, n) = 1$. Show that there is a character $\chi$ defined modulo $n$ (possibly of smaller conductor) such that $\chi(a) \neq 1$. Use this fact to show

$$\sum_{\chi \bmod{n}} \chi(a) = 0.$$ 

If we do not assume $(a, n) = 1$ then this is not necessarily true. Show

$$\sum_{\chi \bmod{12}} \chi(4) = 2.$$ 

(This is one disadvantage of using primitive characters.)

3.7. Let $\chi = \prod \chi_p$ be the decomposition of a character $\chi$ as in the discussion preceding Theorem 3.5.
(a) Show that $(\chi \psi)_p = \chi_p \psi_p$.
(b) Show that if $(f_x, f_\psi) = 1$ then $\chi(a) \psi(a) = \chi \psi(a)$ for all $a$.
(c) Show that $\chi(a) \psi(a) = \chi \psi(a)$ unless $\chi(a) = \psi(a) = 0$ ($\chi$ and $\psi$ arbitrary).
Chapter 4

Dirichlet $L$-series and Class Number Formulas

In this chapter we review some of the basic facts about $L$-series. Then their values at negative integers are given in terms of generalized Bernoulli numbers. Finally, we discuss the values at 1 and relations with class numbers.

Let $\chi$ be a Dirichlet character of conductor $f$. The $L$-series attached to $\chi$ is defined by

$$L(s, \chi) = \sum_{n=1}^{\infty} \frac{\chi(n)}{n^s}, \quad \text{Re}(s) > 1.$$ 

For $\chi = 1$, this is the usual Riemann zeta function. It is well known that $L(s, \chi)$ may be continued analytically to the whole complex place, except for a simple pole at $s = 1$ when $\chi = 1$.

Let $\Gamma(s)$ be the gamma function, $\tau(\chi) = \sum_{a=1}^{f} \chi(a)e^{2\pi i a/f}$ be a Gauss sum, and $\delta = 0$ if $\chi(-1) = 1$, $\delta = 1$ if $\chi(-1) = -1$. Then

$$
\left(\frac{f}{\pi}\right)^{s/2} \Gamma\left(\frac{s + \delta}{2}\right)L(s, \chi) = W_{\chi}\left(\frac{f}{\pi}\right)^{(1-s)/2} \Gamma\left(\frac{1 - s + \delta}{2}\right)L(1 - s, \bar{\chi}),
$$

where

$$W_{\chi} = \frac{\tau(\chi)}{\sqrt{f i^\delta}}.$$

It will follow from Lemma 4.8 that $|W_{\chi}| = 1$. The functional equation may be rewritten as

$$\Gamma(s) \cos\left(\frac{\pi(s - \delta)}{2}\right)L(s, \chi) = \frac{\tau(\chi)}{2i^\delta} \left(\frac{2\pi}{f}\right)^s L(1 - s, \bar{\chi}).$$
Also \( L(s, \chi) \) has the convergent Euler product expansion

\[
L(s, \chi) = \prod_p (1 - \chi(p)p^{-s})^{-1}, \quad \text{Re}(s) > 1.
\]

It follows that \( L(s, \chi) \neq 0 \) for \( \text{Re}(s) > 1 \). It is also true that \( L(1, \chi) \neq 0 \), but this is a deeper fact which will be proved later. From the functional equation we find that for \( n \in \mathbb{Z}, n \geq 1 \), we have

\[
L(1 - n, \chi) \neq 0 \quad \text{if } n \equiv \delta \pmod{2}
\]

and

\[
L(1 - n, \chi) = 0 \quad \text{if } n \not\equiv \delta \pmod{2},
\]

except for the case \( \chi = 1, n = 1 \), where we have \( L(0, 1) = \zeta(0) = -\frac{1}{2} \). This exception is easily seen to result from the fact that the only pole for \( L \)-series occurs for \( \chi = 1 \) at \( s = 1 \).

More generally, we may define the Hurwitz zeta function

\[
\zeta(s, b) = \sum_{n=0}^{\infty} \frac{1}{(b+n)^s}, \quad \text{Re}(s) > 1, \quad 0 < b \leq 1.
\]

Then

\[
L(s, \chi) = \sum_{a=1}^{f} \chi(a) f^{-s} \zeta\left(s, \frac{a}{f}\right).
\]

The functions \( f^{-s} \zeta(s, a/f) = \sum_{m=a(f)} m^{-s} \) are sometimes called partial zeta functions. They do not usually have Euler product expansions or nice functional equations, but they may be analytically continued to the whole complex plane, except for a pole at \( s = 1 \).

We wish to give the numbers \( L(1 - n, \chi) \) explicitly. For this we need the generalized Bernoulli numbers. The ordinary Bernoulli numbers \( B_n \) are defined by

\[
\frac{t}{e^t - 1} = \sum_{n=0}^{\infty} B_n \frac{t^n}{n!}.
\]

The generalized Bernoulli numbers \( B_{n, \chi} \) are defined by

\[
\sum_{a=1}^{f} \chi(a) t e^{at} = \sum_{n=0}^{\infty} B_{n, \chi} \frac{t^n}{n!}.
\]

Note that when \( \chi = 1 \) we have

\[
\sum_{n=0}^{\infty} B_{n, 1} \frac{t^n}{n!} = \frac{te^t}{e^t - 1} = \frac{t}{e^t - 1} + t,
\]

so \( B_{n, 1} = B_n \) except for \( n = 1 \), when we have \( B_{1, 1} = \frac{1}{2} \), \( B_1 = -\frac{1}{2} \). Also observe that if \( \chi \neq 1 \) then \( B_{0, \chi} = 0 \), since \( \sum_{a=1}^{f} \chi(a) = 0 \).
We shall also need the Bernoulli polynomials $B_n(X)$ defined by

$$
\frac{te^{xt}}{e^t - 1} = \sum_{n=1}^{\infty} B_n(X) \frac{t^n}{n!}.
$$

An easy calculation shows that

$$
B_n(1 - X) = (-1)^n B_n(X).
$$

Since the generating function is the product of

$$
\frac{t}{e^t - 1} = \sum B_n \frac{t^n}{n!} \quad \text{and} \quad e^{xt} = \sum X^n \frac{t^n}{n!},
$$

it follows easily that

$$
B_n(X) = \sum_{i=0}^{n} \binom{n}{i} B_i X^{n-i}.
$$

**Proposition 4.1.** Let $F$ be any multiple of $f$. Then

$$
B_{n, \chi} = F^{n-1} \sum_{a=1}^{F} \chi(a) B_n \left( \frac{a}{F} \right).
$$

**Proof.**

$$
\sum_{n=0}^{\infty} F^{n-1} \sum_{a=1}^{F} \chi(a) B_n \left( \frac{a}{F} \right) \frac{t^n}{n!} = \sum_{a=1}^{F} \chi(a) \frac{te^{t(a/F)f}t}{e^{tF} - 1}.
$$

Let $g = F/f$ and $a = b + cf$. Then we have

$$
\sum_{b=1}^{f} \sum_{c=0}^{g-1} \chi(b) \frac{te^{(b+cf)t}}{e^{(g+1)t} - 1} = \sum_{b=1}^{f} \chi(b) \frac{te^{bt}}{e^{ft} - 1} = \sum_{n=0}^{\infty} B_{n, \chi} \frac{t^n}{n!}.
$$

The result follows.

In particular, since $B_1(X) = X - \frac{1}{2}$, we have

$$
B_{1, \chi} = \frac{1}{f} \sum_{a=1}^{f} \chi(a) a, \quad \chi \neq 1.
$$

It is easy to see that the defining relation for the $B_{n, \chi}$ is an even function of $t$ when $\chi$ is even and odd when $\chi$ is odd. Therefore

$$
B_{n, \chi} = 0 \quad \text{if} \quad n \not\equiv \delta \pmod{2},
$$

with the usual exception $B_{1, 1} = \frac{1}{2}$ (or $B_1 = -\frac{1}{2}$).

At this point the reader has probably conjectured that there is a relationship between $L(1 - n, \chi)$ and $B_{n, \chi}$; so we prove the following result.

**Theorem 4.2.** $L(1 - n, \chi) = -B_{n, \chi}/n$, $n \geq 1$. More generally, $\zeta(1 - n, b) = -B_n(b)/n$, $0 < b \leq 1$. 


PROOF. Let

\[ F(t) = \frac{t e^{1-bt}}{e^t - 1} = \sum_{n=0}^{\infty} B_n(1-b) \frac{t^n}{n!}. \]

Define \( H(s) = \int F(z)z^{s-2} \, dz \), where the integral is over the following path

which consists of the positive real axis (top side), a circle \( C_\varepsilon \) around 0 of radius \( \varepsilon \), and the positive real axis (bottom side). We interpret \( z^s \) to mean \( \exp(s \log z) \), where we take \( \log \) to be defined by \( \log t \) on the top side of the real axis and \( \log t + 2\pi i \) on the bottom side. It is easy to see that \( H(s) \) is defined and analytic for all \( s \). We may write

\[ H(s) = (e^{2\pi is} - 1) \int_\varepsilon^\infty F(t)t^{s-2} \, dt + \int_{C_\varepsilon} F(z)z^{s-2} \, dz. \]

Assume first that \( \text{Re}(s) > 1 \). Then \( \int_{C_\varepsilon} \to 0 \) as \( \varepsilon \to \infty \), so

\[ H(s) = (e^{2\pi is} - 1) \int_0^\infty F(t)t^{s-2} \, dt \]

\[ = (e^{2\pi is} - 1) \int_0^\infty t^{s-1} \sum_{m=0}^\infty e^{-(b+m)t} \, dt \]

\[ = (e^{2\pi is} - 1) \sum_{m=0}^\infty \int_0^\infty t^{s-1}e^{-(b+m)t} \, dt \]

\[ = (e^{2\pi is} - 1) \sum_{m=0}^\infty \frac{1}{(m+b)^s} \Gamma(s) \]

\[ = (e^{2\pi is} - 1)\Gamma(s)\zeta(s, b). \]

Therefore \( \zeta(s, b) = H(s)/(e^{2\pi is} - 1)\Gamma(s) \), which by analytic continuation holds for all \( s \neq 1 \). Incidentally, this gives the analytic continuation of \( \zeta(s, b) \).

We now assume that \( s = 1 - n \), where \( n \geq 1 \) is an integer. Then \( e^{2\pi is} = 1 \), so

\[ H(1 - n) = \int_{C_\varepsilon} F(z)z^{-n-1} \, dz = (2\pi i) \frac{B_n(1-b)}{n!}. \]

It is easy to show that

\[ \lim_{s \to 1 - n} (e^{2\pi is} - 1)\Gamma(s) = \frac{(2\pi i)(-1)^{n-1}}{(n-1)!}. \]
Therefore

\[ \zeta(1 - n, b) = (-1)^{n-1} \frac{B_n(1 - b)}{n} = - \frac{B_n(b)}{n}. \]

Consequently

\[
L(1 - n, \chi) = \sum_{a=1}^{f} \chi(a) f^{n-1} \zeta \left( 1 - n, \frac{a}{f} \right) \\
= - \frac{1}{n} \sum_{a=1}^{f} \chi(a) f^{n-1} B_n \left( \frac{a}{f} \right) \\
= - \frac{B_{n, \chi}}{n}.
\]

This completes the proof. \(\square\)

We now turn our attention to the value of \(L(1, \chi)\). It is well known that \(L(1, \chi) \neq 0\). One proof uses the following.

**Theorem 4.3.** Let \(X\) be a group of Dirichlet characters, \(K\) the associated field, and \(\zeta_K(s)\) the Dedekind zeta function of \(K\). Then

\[
\zeta_K(s) = \prod_{\chi \in \chi} L(s, \chi).
\]

**Proof.** It suffices to consider the Euler factors corresponding to each prime \(p\). Suppose

\[(p) = (\mathcal{P}_1 \ldots \mathcal{P}_g)^e\]

is the prime factorization of \(p\) in \(K\), and each \(\mathcal{P}\) has residue class degree \(f\), \(N\mathcal{P} = p^{f}\). Then \(\zeta_K(s)\) contains the factor

\[
\prod_{\mathcal{P} \mid p} (1 - (N\mathcal{P})^{-s})^{-1} = (1 - p^{-fs})^{-g}.
\]

The \(L\)-series gives us \(\prod_{\chi} (1 - \chi(p)p^{-s})^{-1}\). Those \(\chi\) with \(\chi(p) = 0\) do not contribute so we ignore them. By Theorem 3.7, \(Y/Z\) is cyclic of order \(f\), where \(Y\) is the group of those \(\chi \in X\) with \(\chi(p) \neq 0\) and \(Z\) consists of those with \(\chi(p) = 1\). As \(\chi\) runs through a set of coset representatives for \(Y/Z\), \(\chi(p)\) runs through all \(f\)th roots of unity. Each coset has \(g\) elements. Since

\[
\prod_{a=0}^{f-1} (1 - \zeta_f^a p^{-s}) = (1 - p^{-fs}),
\]

the result follows. \(\square\)

**Corollary 4.4.** \(L(1, \chi) \neq 0\).
Proof. Let \( K \) be the field belonging to \( \chi \). It is well known that the zeta function of \( K \) has a (simple) pole at \( s = 1 \). Let \( b \) be the order of \( \chi \). Then

\[
\zeta_K(s) = \prod_{a=0}^{b-1} L(s, \chi^a) = \zeta(s) \cdot \prod_{a=1}^{b-1} L(s, \chi^a).
\]

Since \( \zeta(s) \) has only a simple pole at \( s = 1 \), none of the factors \( L(s, \chi^a) \) can vanish at \( s = 1 \). This completes the proof.

The classical application of Corollary 4.4 is the following.

**Theorem 4.5** (Dirichlet). Let \((a, n) = 1\). Then there are infinitely many primes \( p \equiv a \pmod{n} \).

Proof. Let \( \chi \) be a Dirichlet character. Then for \( \text{Re}(s) > 1 \) we have

\[
\log L(s, \chi) = -\sum_{p} \log(1 - \chi(p)p^{-s}) = \sum_{p} \sum_{m=1}^{\infty} \frac{\chi(p)^m p^{-sm}}{m}
\]

\[
= \sum_{p} \frac{\chi(p)}{p^s} + g_\chi(s),
\]

where trivial estimates show that \( g_\chi(s) \) is holomorphic for \( \text{Re}(s) > \frac{1}{2} \). Therefore, summing over all characters \( \chi \mod n \), we have

\[
\sum_{\chi \mod n} \chi(a^{-1}) \log L(s, \chi) = \sum_{p \equiv a(n)} \frac{\phi(n)}{p^s} + g(s)
\]

with \( g(s) \) holomorphic for \( \text{Re}(s) > \frac{1}{2} \) (we have used Exercise 3.6).

Now let \( s \to 1 \). Since \( L(s, 1) = \zeta(s) \) has a pole at \( s = 1 \), \( \log L(s, 1) \sim -\log(s - 1) \to \infty \). Since \( L(1, \chi) \neq 0 \), \( \infty \) for \( \chi \neq 1 \), log \( L(s, \chi) \) remains bounded. Therefore the left-hand side \( \to \infty \), so the same is true for the right-hand side. Since \( g(s) \) is holomorphic at \( s = 1 \), we must have

\[
\lim_{s \to 1} \sum_{p \equiv a(n)} \frac{\phi(n)}{p^s} = \infty.
\]

Therefore the sum cannot have finitely many terms. This completes the proof.

We now use Theorem 4.3 to give a proof of Theorem 3.6, the Conductor–Discriminant Formula. Recall that \( X \) is a group of Dirichlet characters associated to a field \( K \), so Theorem 4.3 applies. It is known (see, for example, Lang [1], p. 254) that \( \zeta_K(s) \) satisfies the functional equation

\[
A^s \Gamma\left(\frac{s}{2}\right)^{r_1} \Gamma(s)^2 \zeta_K(s) = A^{1-s} \Gamma\left(\frac{1-s}{2}\right)^{r_1} \Gamma(1-s)^2 \zeta_K(1-s),
\]
where
\[ A = 2^{-r_2} \pi^{-N/2} \sqrt{|d(K)|}. \]

Here \( N = \text{deg}(K/\mathbb{Q}) \) and \( r_1 \) and \( r_2 \) have their usual meanings. Since \( K/\mathbb{Q} \) is Galois, either \( r_1 = 0 \) or \( r_2 = 0 \). Suppose first that \( r_2 = 0 \), so \( K \) is totally real and \( \chi(-1) = 1 \) for all \( \chi \). The functional equations for the \( L \)-series read
\[ \left( \frac{f}{\pi} \right)^{s/2} \Gamma \left( \frac{s}{2} \right) L(s, \chi) = W_{\chi} \left( \frac{f}{\pi} \right)^{(1-s)/2} \Gamma \left( \frac{1-s}{2} \right) L(1-s, \bar{\chi}). \]

Taking the product over all \( \chi \) and comparing with the equation for \( \zeta_K(s) \), we find that we must have
\[ A^2 = \prod_{\chi} \left( \frac{f_{\chi}}{\pi} \right) \quad \text{and} \quad \prod_{\chi} W_{\chi} = 1. \]

Consequently \( |d(K)| = \prod_{\chi} f_{\chi} \), as desired.

If \( r_1 = 0 \) then \( r_2 = N/2 \). In this case, half the characters are even and half are odd. Using the identity
\[ \Gamma \left( \frac{s}{2} \right) \Gamma \left( \frac{s+1}{2} \right) = 2^{1-s} \sqrt{\pi} \Gamma(s) \]
(see, for example, Whittaker and Watson [1] p. 240), we again obtain the desired result. The sign of the discriminant is determined, as usual, by Lemma 2.2. This completes the proof of Theorem 3.6. \( \square \)

**Corollary 4.6.**
\[ \prod_{\chi \in \hat{X}} \tau(\chi) = \begin{cases} \sqrt{|d(K)|}, & \text{if } K \text{ is totally real} \\ i^{\deg(K/\mathbb{Q})/2} \sqrt{|d(K)|}, & \text{if } K \text{ is complex} \end{cases} \]

**Proof.** It follows from the above proof that \( \prod_{\chi \in \hat{X}} W_{\chi} = 1 \). The result follows immediately. \( \square \)

Note that this corollary contains the famous theorem on the sign of the Gaussian sum: if \( \chi \) is the unique quadratic character mod \( p \) then \( \tau(\chi) = \sqrt{p} \) if \( p \equiv 1 \pmod{4} \) and \( \tau(\chi) = i \sqrt{p} \) if \( p \equiv 3 \pmod{4} \).

We now evaluate \( L(1, \chi) \). For odd \( \chi \) this is easily accomplished via the functional equation:
\[ L(1, \chi) = \frac{\tau(\chi)}{2i} \frac{2\pi}{f} L(0, \bar{\chi}) = \frac{\pi i \tau(\chi)}{f} B_{1, \bar{\chi}}. \]

For even characters the argument is somewhat more difficult. We first need some lemmas.
Lemma 4.7. For every integer $b$,

\[ \sum_{a=1}^{f} \overline{\chi(a)} e^{2\pi i ab/f} = \chi(b) \tau(\overline{\chi}). \]

In particular,

\[ \overline{\tau(\chi)} = \chi(-1) \tau(\overline{\chi}). \]

**Proof.** If $(b, f) = 1$, then change variables: $c \equiv ab \pmod{f}$. Since everything depends only on residue classes mod $f$, the result follows in this case. If $(b, f) = d > 1$ then the result is still true, since both sides vanish. The right-hand side is obviously 0. For the left, observe that if $\chi(y) = 1$ for all $y \equiv 1 \pmod{f/d}$, $(y, f) = 1$, then $\chi$ would be defined mod $f/d$ (note that $(\mathbb{Z}/f\mathbb{Z})^\times$ maps onto $(\mathbb{Z}/(f/d)\mathbb{Z})^\times$), hence could not have conductor $f$. Therefore there exists $y \equiv 1 \pmod{f/d}$, $(y, f) = 1$, such that $\chi(y) \neq 1$. Since $dy \equiv d \pmod{f}$, so $by \equiv b \pmod{f}$, we have

\[ \sum_{a=1}^{f} \overline{\chi(a)} e^{2\pi i ab/f} = \sum_{a=1}^{f} \overline{\chi(a)} e^{2\pi i aby/f} = \chi(y) \sum_{a=1}^{f} \overline{\chi(a)} e^{2\pi i ab/f}. \]

Since $\chi(y) \neq 1$, the sum is 0.

For the second statement, use the first statement with $b = -1$. \qed

Lemma 4.8. $|\tau(\chi)| = \sqrt{f_x}$

**Proof.**

\[ \phi(f) |\tau(\chi)|^2 = \sum_{b=1}^{f} |\chi(b) \tau(\chi)|^2 \quad \text{(note only } \phi(f) \text{ terms are non-zero)} \]

\[ = \sum_{b=1}^{f} \sum_{a=1}^{f} \chi(a) e^{2\pi i ab/f} \sum_{c=1}^{f} \overline{\chi(c)} e^{-2\pi icb/f} \quad \text{(by Lemma 4.7)} \]

\[ = \sum_{a} \sum_{c} \chi(a) \overline{\chi(c)} \sum_{b} e^{2\pi i (a-c)b/f} \]

\[ = \sum_{a} \chi(a) \overline{\chi(a)} f \quad \text{(the sum over } b \text{ is 0 unless } a = c) \]

\[ = f \phi(f), \]

since $\chi(a) \overline{\chi(a)} = 1$ if $(a, f) = 1$, and is 0 otherwise. This completes the proof. \qed
We now evaluate $L(1, \chi)$. We ignore questions of convergence, most of which may be treated by partial summation techniques.

$$L(1, \chi) = \sum_{n=1}^{\infty} \frac{\chi(n)}{n} = \sum_{n=1}^{\infty} \frac{1}{n} \sum_{a=1}^{f} \overline{\chi(a)}e^{2\pi i a n / f}$$
$$= \frac{1}{\tau(\overline{\chi})} \sum_{a=1}^{f} \overline{\chi(a)} \log(1 - \zeta_f^a), \quad \zeta_f = e^{2\pi i / f}.$$ 

Since $\tau(\overline{\chi}) = \chi(-1)\tau(\chi) = \chi(-1)f/\tau(\chi)$, we obtain

$$L(1, \chi) = -\frac{\chi(-1)\tau(\chi)}{f} \sum_{a=1}^{f} \overline{\chi(a)} \log(1 - \zeta_f^a).$$

Now $\log(1 - \zeta_f^a) + \log(1 - \zeta_f^{-a}) = 2 \log|1 - \zeta_f^a|$. Consequently, if $\chi$ is even, so $\chi(a) = \chi(-a)$, we have

$$L(1, \chi) = -\frac{\tau(\chi)}{f} \sum_{a=1}^{f} \overline{\chi(a)} \log|1 - \zeta_f^a|.$$ 

We have proved the following (odd characters were treated before Lemma 4.7).

**Theorem 4.9.**

$$L(1, \chi) = \pi i \frac{\tau(\chi)}{f} B_{1, \overline{\chi}} = \pi i \frac{\tau(\chi)}{f} \sum_{a=1}^{f} \overline{\chi(a)}a \quad \text{if } \chi(-1) = -1.$$ 

$$L(1, \chi) = -\frac{\tau(\chi)}{f} \sum_{a=1}^{f} \overline{\chi(a)} \log|1 - \zeta_f^a| \quad \text{if } \chi(-1) = 1, \chi \neq 1. \quad \square$$

Note that the theorem implies that $B_{1, \chi} \neq 0$ if $\chi$ is odd. There is no elementary proof known for this fact.

Later we shall give algebraic interpretations of these formulas.

We now discuss class number formulas. The zeta function of a field $K$ has a simple pole at $s = 1$ with residue

$$\frac{2^{r_1}(2\pi)^{r_2}hR}{w\sqrt{|d|}},$$

where $r_1, r_2$ are as usual, $h$ is the class number of $K$, $R$ is the regulator (see below), $w$ is the number of roots of unity in $K$, and $d$ is the discriminant. Suppose $K$ belongs to a group $\mathcal{X}$ of Dirichlet characters. Using the relation $\zeta_K(s) = \prod L(s, \chi)$, and the fact that $\zeta(s)$ has a simple pole at $s = 1$ with residue 1, we obtain

$$\frac{2^{r_1}(2\pi)^{r_2}hR}{w\sqrt{|d|}} = \prod_{\chi \in \mathcal{X}} L(1, \chi).$$
Using Theorem 4.9, we now have in theory a method for calculating the class number of an abelian number field, as long as we can calculate the regulator, which involves finding a basis for the group of units. Usually this computation becomes too lengthy to be practical. So we need another method of obtaining information about the class number. For this, we shall factor the class number into two factors, one of which is relatively easy to work with.

The next few results hold not only for abelian fields, but also for a wider class, namely CM-fields (also called J-fields). A field is called totally real if all its embeddings into \( \mathbb{C} \) lie in \( \mathbb{R} \) and totally imaginary if none of its embeddings lie in \( \mathbb{R} \). A CM-field is a totally imaginary quadratic extension of a totally real number field. Such a field may be obtained by starting with a totally real field and adjoining the square root of a number all of whose conjugates are negative. All of the fields \( \mathbb{Q}(\zeta_n) \) are CM-fields. Their maximal real subfields are \( \mathbb{Q}(\zeta_n + \zeta_n^{-1}) \), and we obtain \( \mathbb{Q}(\zeta_n) \) by adjoining the square root of \( \zeta_n^2 + \zeta_n^{-2} - 2 \) (the discriminant of \( X^2 - (\zeta_n + \zeta_n^{-1})X + 1 \)), which is totally negative.

One feature of a CM-field is that complex conjugation on \( \mathbb{C} \) induces an automorphism on the field which is independent of the embedding into \( \mathbb{C} \). Namely, let \( K \) be CM, \( K^+ \) the real subfield. Let \( \phi, \psi: K \to \mathbb{C} \) be two embeddings. We claim that \( \phi^{-1}(\phi(\alpha)) = \psi^{-1}(\overline{\psi(\alpha)}) \) for all \( \alpha \in K \). First note that \( \phi(K)/\phi(K^+) \) is quadratic, hence normal, and complex conjugation fixes \( \phi(K^+) \). Therefore \( \overline{\phi}(K) = \phi(K) \). In particular, \( \phi^{-1}(\overline{\phi}) \) is defined. Clearly both \( \phi^{-1}(\overline{\phi}) \) and \( \psi^{-1}(\overline{\psi}) \) are automorphisms of \( K \) and both fix \( K^+ \) since it is totally real. Since \( K \) is totally imaginary, neither automorphism can be the identity. Therefore they must be equal since \( \text{Gal}(K/K^+) \) has order 2. Consequently, when working with CM-fields we may talk about \( \bar{\alpha} \), which is well-defined. Also, \( |\alpha|^2 = \bar{\alpha} \alpha \) is independent of the embedding. This is useful when applying Lemma 1.6. For example, if \( \varepsilon \) is a unit then \( \varepsilon/\bar{\varepsilon} \) is an algebraic integer of absolute value 1, hence a root of unity.

**Theorem 4.10.** Let \( K \) be a CM-field, \( K^+ \) its maximal real subfield, and let \( h \) and \( h^+ \) be the respective class numbers. Then \( h^+ \) divides \( h \).

The quotient \( h^- \) is called the relative class number (some authors call \( h^- \) the first factor; a few call it the second factor).

**Proof.** We need the following result from class field theory.

**Proposition 4.11.** Let \( K/L \) be an extension of number fields such that there is no nontrivial unramified (at all primes, including archimedean ones) subextension \( F/L \) with \( \text{Gal}(F/L) \) abelian. Then the class number of \( L \) divides the class number of \( K \). (Note: this proposition is usually used in the case that \( K/L \) is totally ramified at some prime. However it could also be used if \( K/L \) is normal with a non-abelian simple group as Galois group).
Proof. Let $H$ be the maximal unramified (at all primes) abelian extension of $L$. By class field theory, $\text{Gal}(H/L)$ is isomorphic to the ideal class group of $L$. The assumptions on $K/L$ imply that $H \cap K = L$. Therefore $[KH : K] = [H : L]$. But $KH/K$ is unramified abelian, so is contained in the maximal unramified abelian extension of $K$. Therefore the class number of $L = [H : L] = [KH : K]$ divides the class number of $K$. This proves the proposition. We remark that $H$ is called the Hilbert class field of $L$. \hfill \Box

Returning to the proof of the theorem, we observe that $K/K^+$ is totally ramified at the archimedean primes, so the proposition applies. This completes the proof of the theorem. \hfill \Box

We now prove a result which generalizes Proposition 1.5.

**Theorem 4.12.** Let $K$ be a CM-field and let $E$ be its unit group. Let $E^+$ be the unit group of $K^+$ and let $W$ be the group of roots of unity in $K$. Then

$$Q \overset{\text{def}}{=} [E : WE^+] = 1 \text{ or } 2.$$  

Proof. Define $\phi : E \rightarrow W$ by $\phi(\epsilon) = \epsilon/\epsilon$. Since $\epsilon^{-\sigma} = (\epsilon)^{\sigma}$ for all embeddings $\sigma(K)$ is CM, we have $|\phi(\epsilon)^{\sigma}| = 1$ for all $\sigma$. By Lemma 1.6, $\phi(\epsilon) \in W$. Let $\psi : E \rightarrow W/W^2$ be the map induced by $\phi$. Suppose $\epsilon = \zeta \epsilon_1$, where $\zeta \in W$ and $\epsilon_1 \in E^+$. Then $\phi(\epsilon) = \zeta^2 \in W^2$, so $\epsilon \in \text{Ker}(\psi)$. Conversely, suppose $\phi(\epsilon) = \zeta^2 \in W^2$. Then it is easy to see that $\epsilon_1 = \zeta^{-1} \epsilon$ is real. It follows that $\text{Ker}(\psi) = WE^+$. Since $[W/W^2] = 2$, we are done. Note that if $\phi(E) = W$ then $Q = 2$; if $\phi(E) = W^2$ then $Q = 1$. \hfill \Box

**Corollary 4.13.** Let $K = \mathbb{Q}(\zeta_n)$. Then $Q = 1$ if $n$ is a prime power and $Q = 2$ if $n$ is not a prime power.

Proof. The proof when $n$ is an odd prime power is exactly the same as that given in Proposition 1.5. For $p = 2$ we must argue a little differently. Suppose $\epsilon$ is a unit in $\mathbb{Q}(\zeta_{2m})$ such that $\epsilon/\epsilon \notin W^2$. Then $\epsilon/\epsilon = \zeta = \text{a primitive } 2^m\text{th root of unity.}$ Let $N$ denote the norm from $\mathbb{Q}(\zeta_{2m})$ to $\mathbb{Q}(i)$. Then $N(\zeta) = \zeta^a$, where

$$a = \sum_{0 < b < 2^m \atop b \equiv 1(4)} b = \sum_{j=0}^{2^{m-2} - 1} (1 + 4j) = 2^{m-2} + 2^{m-1}(2^{m-2} + 1)$$

$$\equiv 2^{m-2} \pmod{2^{m-1}}.$$  

Therefore $\zeta^a$ is a primitive 4th root of 1: $\zeta^a = \pm i$. It follows that $N(\epsilon)/N(\epsilon) = \pm i$. But $N(\epsilon)$ is a unit of $\mathbb{Q}(i)$, therefore $\pm 1$ or $\pm i$. None of these possibilities works, so we have a contradiction. So $Q = 1$ for $\mathbb{Q}(\zeta_{2m})$. 


Now assume $n$ is not a prime power. By Proposition 2.8, $1 - \zeta_n$ is a unit. But \((1 - \zeta_n)/(1 - \bar{\zeta}_n) = -\zeta_n\). Suppose $-\zeta_n \in W^2$. Then $-\zeta_n = (\pm \bar{\zeta}_n)^2 = \bar{\zeta}_n^{2r}$, so $-1 = \bar{\zeta}_n^{2r-1}$. Clearly $n$ must be even, so $n \equiv 0 \pmod{4}$. Since $-1 = \bar{\zeta}_n^{n/2}$, we have $n/2 \equiv 2r - 1 \pmod{n}$, therefore $n/2 \equiv -1 \pmod{2}$, which is impossible. It follows that $-\zeta_n \notin W^2$, so $Q = 2$. This completes the proof.

When $K = \mathbb{Q}(\zeta_n)$, we may prove a result which is stronger than Theorem 4.10.

**Theorem 4.14.** Let $C$ be the ideal class group of $\mathbb{Q}(\zeta_n)$ and $C^+$ the ideal class group of the real subfield $\mathbb{Q}(\zeta_n)^+$. Then the natural map $C^+ \to C$ is an injection.

**Proof.** Suppose $I$ is an ideal of $\mathbb{Q}(\zeta_n)^+$ which becomes principal when lifted to $\mathbb{Q}(\zeta_n)$. We must show $I$ was principal to begin with. Let $I = (\alpha)$ with $\alpha \in \mathbb{Q}(\zeta_n)$. Then $\bar{\alpha}/\alpha = I/I = (1)$, since $I$ is real. Therefore $\bar{\alpha}/\alpha$ is a unit and has absolute value 1. By Lemma 1.6, $\bar{\alpha}/\alpha$ is a root of unity. If $n$ is not a prime power, $Q = 2$; the proof of Theorem 4.12 shows that there is a unit $\varepsilon$ such that $\varepsilon/\bar{\varepsilon} = \bar{\alpha}/\alpha$. Then $\varepsilon\alpha$ is real and $I = (\alpha) = (\alpha\varepsilon)$. It follows from unique factorization that $I = (\alpha\varepsilon)$ in $\mathbb{Q}(\zeta_n)^+$, so $I$ was originally principal. Now suppose $n = p^m$. Let $\pi = \zeta_{p^m} - 1$. We have $\pi/\bar{\pi} = -\zeta_{p^m}$, which generates the roots of unity in $\mathbb{Q}(\zeta_{p^m})$. Therefore $\bar{\alpha}/\alpha = (\pi/\bar{\pi})^d$ for some $d$. Since the $\pi$-adic valuation takes on only even values on $\mathbb{Q}(\zeta_{p^m})^+$ and since $\alpha\pi^d$ and $I$ are real, $d = v_\pi(\alpha\pi^d) - v_\pi(\alpha) = v_\pi(\alpha\pi^d) - v_\pi(I)$ is even. Hence $\alpha/\alpha = (-\zeta_{p^m})^d \in W^2$. In particular, $\bar{\alpha}/\alpha = \zeta/\zeta$ for some root of unity $\zeta$, and $\alpha\zeta$ is real. As before, $I = (\alpha\zeta)$, so $I$ was originally principal. This completes the proof.

This theorem is not true for arbitrary CM-fields: Since $(2, \sqrt{10})^2 = (-2)$ in $\mathbb{Q}(\sqrt{10})$, the nonprincipal ideal $(2, \sqrt{10})$ becomes principal in $\mathbb{Q}(\sqrt{10}, \sqrt{-2})$. In general, at most one nonprincipal class becomes principal (see Theorem 10.3).

Theorem 4.12 may be used to give a relation between the regulator of $K$ and that of $K^+$. Recall that the regulator of a number field $L$ is defined as follows. Let $r = r_1 + r_2 - 1$ and let $\varepsilon_1, \ldots, \varepsilon_r$ be a set of independent units of $L$. Write the embeddings of $L$ into $\mathbb{C}$ as $\sigma_1, \ldots, \sigma_r$, $\bar{\sigma}_{r+1}, \ldots, \bar{\sigma}_{r+1}$, where $\sigma_j, 1 \leq j \leq r$, is real, and $\sigma_j, \bar{\sigma}_j, r_1 + 1 \leq j \leq r_1 + 1$, is a pair of complex embeddings. Finally let $\delta_j = 1$ if $\sigma_j$ is real and $\delta_j = 2$ is $\sigma_j$ is complex. The regulator is defined to be

$$R_L(\varepsilon_1, \ldots, \varepsilon_r) = \text{absolute value of } \det(\delta_i \log |\varepsilon_j^\sigma|)_{1 \leq i, j \leq r}.$$ 

Note that we omit one $\sigma_j$. Since the norm of each $\varepsilon$ is $\pm 1$, the sum over all $\sigma_i, 1 \leq i \leq r + 1$, of $\delta_i \log |\varepsilon_j^\sigma|$ is 0. Since we take the absolute value of the determinant, the possible sign change from omitting a different $\sigma$ does not happen.
If \( \varepsilon_1, \ldots, \varepsilon_r \) is a basis for the group of units of \( L \) modulo roots of unity, then \( R_L(\varepsilon_1, \ldots, \varepsilon_r) = R_L \) is called the regulator of \( L \). Again, the fact that we took the absolute value of the determinant makes \( R_L \) independent of the choice of basis and ordering of the \( \sigma \)'s.

Now let \( \varepsilon_1, \ldots, \varepsilon_r \) be a basis for the units of \( K^+ \) modulo \( \{ \pm 1 \} \). Then \( \varepsilon_1, \ldots, \varepsilon_r \) forms a basis for a subgroup of index \( Q \) (= 1 or 2) in the units of \( K \) modulo roots of unity. However each \( \delta_i = 1 \) for \( K^+ \) and each \( \delta_i = 2 \) for \( K \). Therefore

\[
R_K(\varepsilon_1, \ldots, \varepsilon_r) = 2^r R_{K^+}(\varepsilon_1, \ldots, \varepsilon_r) = 2^r R_{K^+}.
\]

We now need the following result.

**Lemma 4.15.** Let \( \varepsilon_1, \ldots, \varepsilon_r \) be independent units of a number field \( K \) which generate a subgroup \( A \) of the units of \( K \) modulo roots of unity, and let \( \eta_1, \ldots, \eta_r \) generate a subgroup \( B \). If \( A \subseteq B \) is of finite index then

\[
[B : A] = \frac{R_K(\varepsilon_1, \ldots, \varepsilon_r)}{R_K(\eta_1, \ldots, \eta_r)}.
\]

**Proof.** We may write

\[
\varepsilon_i = \left( \prod_l \eta_i^{a_{il}} \right) \cdot \text{(root of unity)}, \quad \text{with } a_{il} \in \mathbb{Z}.
\]

Therefore

\[
\delta_j \log |\varepsilon_i^{\sigma_j}| = \sum_l a_{il} \delta_j \log |\eta_i^{\sigma_j}|.
\]

Consequently

\[
\frac{R_K(\varepsilon_1, \ldots, \varepsilon_r)}{R_K(\eta_1, \ldots, \eta_r)} = |\det(a_{il})|.
\]

By the theory of elementary divisors, there exist integer matrices \( M \) and \( N \) of determinant \( \pm 1 \) such that \( M(a_{il})N = \text{diag}(d_1, \ldots, d_r) \); so \( \det(a_{il}) = \pm \prod d_i \). But \( M \) and \( N \) correspond to changing bases of \( A \) and \( B \), so we have bases \( x_1, \ldots, x_r \) of \( A \) and \( y_1, \ldots, y_r \) of \( B \) with \( x_i = d_i y_i \). Therefore \( B/A \simeq \bigoplus_i \mathbb{Z}/d_i \mathbb{Z} \) and \([B : A] = |\prod d_i| \). This completes the proof of the lemma.

From the lemma, we see that \( R_K(\varepsilon_1, \ldots, \varepsilon_r) = QR_K \), in the above notation. We have proved the following.

**Proposition 4.16.** Let \( K \) be a CM-field and \( K^+ \) its maximal real subfield. Then

\[
\frac{R_K}{R_{K^+}} = \frac{1}{Q} \cdot 2^r, \quad \text{where } r = \frac{1}{2} \deg(K/\mathbb{Q}) - 1.
\]
We may now return to the class number formulas. Let \( X \) be a group of Dirichlet characters and \( K \) the associated field. We assume \( K \) is totally complex, so half of the characters in \( X \) are odd and half are even. Let \( n = \text{deg}(K/\mathbb{Q}) \). Then

\[
\frac{2^{n/2}h(K^+)R_K}{2\sqrt{|d(K^+)|}} = \prod_{\substack{\chi \in X \\
\chi \in X \text{ even}
\chi \neq 1}} L(1, \chi),
\]

and

\[
\frac{(2\pi)^{n/2}h(K)R_K}{\sqrt{|d(K)|}} = \prod_{\substack{\chi \in X \\
\chi \neq 1}} L(1, \chi).
\]

Dividing, we obtain

\[
\frac{\pi^{n/2}h^-(K)2^{n/2}}{Q\sqrt{|d(K)/d(K^+)|}} = \prod_{\chi \text{ odd}} L(1, \chi).
\]

Now \( L(1, \chi) = (\pi i\tau(\chi)/f_\chi)B_{1, \chi} \) for \( \chi \) odd, and by the conductor-discriminant formula \( \sqrt{|d(K)/d(K^+)|} = (\prod_{\chi \text{ odd}} f_\chi^{1/2})^{1/2} \). Also, by Corollary 4.6,

\[
\prod_{\chi \text{ odd}} \tau(\chi) = i^{n/2}\sqrt{|d(K)/d(K^+)|}.
\]

Putting everything together, we obtain the following.

**Theorem 4.17.**

\[ h^-(K) = Q\prod_{\chi \text{ odd}} (-\frac{1}{2}B_{1, \chi}). \]

Observe that this formula, as opposed to that obtained earlier, involves no transcendental quantities. It is therefore possible to use it to obtain divisibility properties of \( h^-(K) \). Sometimes it is possible to obtain results about the full class number \( h(K) \) from those about \( h^-(K) \). Later we shall show that \( p \) divides \( h(\mathbb{Q}(\zeta_p)) \) if and only if \( p \) divides \( h^-(\mathbb{Q}(\zeta_p)) \). The above formula will allow us to translate the statement about \( p \) dividing \( h^- \) into one about \( p \) dividing certain Bernoulli numbers.

We close this chapter by showing that the class number of \( \mathbb{Q}(\zeta_n) \) grows quite rapidly with \( n \). For this we need the Brauer–Siegel theorem (see Lang [1]):

**Suppose** \( K \) runs through a sequence of number fields normal over \( \mathbb{Q} \) such that

\[
\frac{[K : \mathbb{Q}]}{\log|d(K)|} \to 0.
\]
Then
\[ \frac{\log(h(K)R_K)}{\log\sqrt{|d(K)|}} \to 1.\]

Unfortunately this result involves the regulator, so we do not immediately obtain any information about \( h \) by itself. However we may apply the result to both \( \mathbb{Q}(\zeta_n) \) and its maximal real subfield, and then compare.

For convenience, let \( d_n = |d(\mathbb{Q}(\zeta_n))|, \ h_n = h(\mathbb{Q}(\zeta_n)), \ R_n = R_{\mathbb{Q}(\zeta_n)}, \) and let \( d_n^+, h_n^+, R_n^+ \) denote the corresponding objects for \( \mathbb{Q}(\zeta_n)^+ \). We first estimate \( d_n \).

**Lemma 4.18.** \( \log d_n = \phi(n) \log n + o(\phi(n) \log n) \).

**Proof.** From Proposition 2.7, we have
\[ \log d_n = \phi(n) \log n - \phi(n) \sum_{p \mid n} \frac{\log p}{p - 1}. \]

Let \( m = \log n/\log 2 \). Since \( 2^m = n \), it follows that \( n \) has at most \( m \) prime factors. Clearly
\[ \sum_{p \mid n} \frac{\log p}{p - 1} \leq \sum_{i=1}^{m} \frac{\log p_i}{p_i - 1} \leq 2 \sum_{i=1}^{m} \frac{\log p_i}{p_i}, \]
where the last two summations are over the first \( m \) primes. From the prime number theorem, it follows easily that there exists a constant \( C \) such that the \( m \)th prime is less than \( x = Cm \log m \), and the number of primes less than \( x \) is less than \( Dx/\log x \) for some \( D \). Therefore
\[ \sum_{p \mid n} \frac{\log p}{p - 1} \leq 2 \sum_{p < x} \frac{\log p}{p} \leq 2 \sum_{p \leq \sqrt{x}} 1 + 2 \sum_{\sqrt{x} < p \leq x} \frac{\log x}{\sqrt{x}} \]
\[ \leq 2\sqrt{x} + \frac{\log x}{\sqrt{x}} \frac{Dx}{\log x} = 0(\sqrt{x}) \]
\[ = 0(\sqrt{m \log m}) = 0(\sqrt{\log n \log \log n}) = o(\log n). \]

This estimate gives the result. \( \square \)

**Lemma 4.19.** If \( n \) is not a prime power then \( d_n = (d_n^+)^2 \). If \( n = p^a \) then \( d_n = p(d_n^+)^2 \) if \( p \neq 2 \), \( d_n = 4(d_n^+)^2 \) if \( p = 2 \). In all cases we have
\[ \log d_n^+ = \frac{1}{2} \phi(n) \log n + o(\phi(n) \log n). \]

**Proof.** Recall the formula (see Lang [1], pp. 60, 66, or Long [1] p. 82)
\[ |d(L)| = (N \mathcal{D}_{L/K}) |d(K)|^{\deg(L/K)}, \]
where \( L/K \) is any extension of number fields, \( \mathcal{D}_{L/K} \) is the relative different, and \( N \) is the norm from \( L \) to \( \mathbb{Q} \). If the ring of integers \( \mathcal{O}_L \) of \( L \) can be written in the form \( \mathcal{O}_K[\alpha] \) for some \( \alpha \in \mathcal{O}_L \), then \( \mathcal{D}_{L/K} \) is the ideal of \( \mathcal{O}_L \) generated by \( f'(\alpha) \),
where \( f(X) \) is the irreducible polynomial for \( \alpha \) over \( K \). In the present case, we have

\[ \mathbb{Z} [\zeta_n] = \mathbb{Z} [\zeta_n + \zeta_n^{-1}] [\zeta_n] \]

and \( f(X) = X^2 - (\zeta_n + \zeta_n^{-1})X + 1 \), so \( f'(\zeta_n) = \zeta_n - \zeta_n^{-1} = \zeta_n^{-1}(\zeta_n^2 - 1) \).

If \( n \) is not a prime power then \( \zeta_n^2 - 1 \) is a unit, so \( \mathcal{O}_{L/K} = 1 \). Therefore \( d_n = (d_n^+)^2 \).

If \( n = p^n, p \neq 2 \), then \( N\mathcal{O} = N(\zeta_n^2 - 1) = p \), so \( d_n = p(d_n^+)^2 \).

If \( n = 2^a \), then \( \zeta_n^2 \) is a \( 2a-1 \)st root of 1; so \( N\mathcal{O} = N(\zeta_n^2 - 1) = 4 \). Therefore \( d_n = 4(d_n^+)^2 \).

The final statement follows from Lemma 4.18 and the fact that \( \log p = 0 (\log n) \). This completes the proof.

From Lemmas 4.18 and 4.19, we have

\[ \frac{\phi(n)}{\log d_n} \to 0 \quad \text{and} \quad \frac{\frac{1}{2} \phi(n)}{\log d_n^+} \to 0, \]

so the Brauer–Siegel theorem applies. Therefore

\[ \log h_n R_n = \frac{1}{2} \log d_n + o(\log d_n) \]

and

\[ \log h_n^+ R_n^+ = \frac{1}{2} \log d_n^+ + o(\log d_n). \]

By Proposition 4.16,

\[ \log \left( \frac{R_n}{R_n^+} \right) = 0(\phi(n)). \]

Therefore

\[ \log h_n^- = \log(h_n R_n) - \log(h_n^+ R_n^+) - \log \left( \frac{R_n}{R_n^+} \right) \]

\[ = \frac{1}{2} \log d_n - \frac{1}{2} \log d_n^+ + o(\phi(n)) + o(\log d_n) \]

\[ = \frac{1}{4} \phi(n) \log n + o(\phi(n) \log n). \]

We have proved the following result.

**Theorem 4.20.** Let \( h_n^- \) denote the relative class number for \( \mathbb{Q}(\zeta_n) \). Then

\[ \log h_n^- \sim \frac{1}{4} \phi(n) \log n \quad \text{as} \quad n \to \infty. \]

Therefore \( h_n \to \infty \) as \( n \to \infty \), so there are only finitely many \( n \) such that \( \mathbb{Z}[\zeta_n] \) has unique factorization.

(Note: \( a \sim b \) means \( a/b \to 1 \)).
Unfortunately the above result is not effective, in the sense that it does not allow us to compute a constant \( n_0 \) such that \( h_n^- > 1 \) if \( n \geq n_0 \). To do that we need other techniques. See Chapter 11.

NOTES

For more on ordinary Bernoulli numbers, see Nielsen [1]. The generalized Bernoulli numbers were defined by Berger [1], by Ankeny–Artin–Chowla [1], and by Leopoldt [3], who used them extensively.

The standard reference for class number formulas is Hasse [1]. See also Borevich–Shafarevich [1]. The book of Hasse also contains a detailed study of the unit index \( Q \) (warning: Satz 29 is incorrect).

Another good reference for some of the topics of this chapter is Iwasawa [23].

EXERCISES

4.1. Show that for \( n, k \geq 0 \), \( \sum_{a=0}^{k-1} a^n = [1/(n + 1)](B_{n+1}(k) - B_{n+1}(0)). \)

4.2. (a) Show that if \( \chi \neq 1 \) and \( \chi(-1) = 1 \) then \( B_{2,\chi} = (1/f) \sum_{a=1}^{f} \chi(a)a^2. \)

(b) Show that if \( \chi(-1) = -1 \) then

\[
B_{3,\chi} = \frac{1}{f} \sum_{a=1}^{f} \chi(a)a^3 - f \sum_{a=1}^{f} \chi(a)a;
\]

therefore

\[
B_{3,\chi} \neq \frac{1}{f} \sum_{a=1}^{f} \chi(a)a^3.
\]

4.3. (a) Use the definition of \( B_{n,\chi} \) to show that

\[
\lim_{n \to \infty} \sup \left( \frac{|B_{n,\chi}|}{n!} \right)^{1/n} = \frac{f}{2\pi}.
\]

(b) Use the functional equation for \( L(s, \chi) \) to show that

\[
\lim_{n \to \infty} \frac{\sqrt{f}}{2} \left( \frac{2\pi}{f} \right)^n \frac{|B_{n,\chi}|}{n!} = 1.
\]

4.4. Show that if \( m|n \) then \( h(\mathbb{Q}(\zeta_m)) \) divides \( h(\mathbb{Q}(\zeta_n)) \).

4.5. Let \( p > 3 \) and \( p = 3 \pmod{4} \), and let \( h \) be the class number of \( \mathbb{Q}(\sqrt{-p}) \). Let \( \chi \) be the quadratic character mod \( p \).

(a) Show that \( hp = -2 \sum_{0 < a < p/2} \chi(a)a + p \sum_{0 < a < p/2} \chi(a). \)

(b) Show that \( hp = -4 \sum_{0 < a < p/2} \chi(2a)a + p \sum_{0 < a < p/2} \chi(2a). \)

(Hint: \( \chi(2a) = -\chi(p - 2a) \).)

(c) Show that \( h = [1/(2 - \chi(2))] \sum_{0 < a < p/2} \chi(a). \)

(d) Show that for \( p \equiv 3 \pmod{4} \) there are more quadratic residues than non-residues in the interval \((0, p/2)\).
4.6. (a) Show that for \( p \equiv 1 \pmod{4} \) the number of quadratic residues in the interval \((0, p/2)\) equals the number of nonresidues.

(b) Let \( p \equiv 1 \pmod{4} \), and let \( h \) and \( \chi \) be the class number and character for the field \( \mathbb{Q}(\sqrt{p}) \). Let \( c > 1 \) be the fundamental unit and let \( \zeta_p = e^{\frac{2\pi i}{p}} \). Show that

\[
\varepsilon^{2h} = \prod_{a=1}^{p-1} (1 - \zeta_p^a)^{-\chi(a)}
\]

and

\[
\varepsilon^{h} = \prod_b \left( \sin \frac{\pi b}{p} \right) / \prod_c \left( \sin \frac{\pi c}{p} \right),
\]

where \( b \) runs through the quadratic nonresidues in the interval \((0, p/2)\) and \( c \) runs through the residues in \((0, p/2)\). Since \( \sin x \) is monotone increasing in \((0, \pi/2)\), this shows that the residues tend to cluster near the beginning and the nonresidues near the end of the interval \((0, p/2)\).
Chapter 5

$p$-adic $L$-functions and Bernoulli Numbers

In this chapter we shall construct $p$-adic analogues of Dirichlet $L$-functions. Since the usual series for these functions do not converge $p$-adically, we must resort to another procedure. The values of $L(s, \chi)$ at negative integers are algebraic, hence may be regarded as lying in an extension of $\mathbb{Q}_p$. We therefore look for a $p$-adic function which agrees with $L(s, \chi)$ at the negative integers. With a few minor modifications, this is possible.

The resulting $p$-adic $L$-functions will be used to prove congruences for generalized Bernoulli numbers, from which we deduce Kummer's criterion for irregularity of primes. We shall also show there are infinitely many irregular primes.

Finally we evaluate the $p$-adic $L$-functions at $s = 1$ and find a formula remarkably similar to the classical one. This yields a $p$-adic class number formula, from which we deduce Kummer's result "$p|h_p^+ \Rightarrow p|h_p^-$," and also a congruence for class numbers of real quadratic fields due to Ankeny–Artin–Chowla. Along the way, we define the $p$-adic regulator and prove that it does not vanish (Leopoldt's conjecture) for abelian number fields.

There are several ways to construct $p$-adic $L$-functions. We have taken the quickest approach here. Later, we shall give other methods which give additional insights into relationships with cyclotomic fields.

§5.1 $p$-adic Functions

First, we need some basic results on $p$-adic analysis. We start with the $p$-adic rationals $\mathbb{Q}_p$. Since we shall need to consider algebraic extensions (e.g., generated by values of Dirichlet characters) we extend to $\overline{\mathbb{Q}}_p$, the algebraic
closure. The absolute value on $\mathbb{Q}_p$ extends uniquely to $\bar{\mathbb{Q}}_p$; we normalize by $|p| = 1/p$ (throughout this chapter, $|x|$ will be the $p$-adic absolute value; so we write $|x|_p$ only for emphasis).

**Proposition 5.1.** $\bar{\mathbb{Q}}_p$ is not complete.

**Proof.** Let

$$\alpha = \sum_{n=1}^{\infty} \zeta_n p^n,$$

where $n' = n$ if $(n, p) = 1$ and $n' = 1$ otherwise. If $\bar{\mathbb{Q}}_p$ were complete, then the series would converge to $\alpha \in \bar{\mathbb{Q}}_p$. Therefore $\alpha$ would lie in a finite extension $K$ of $\mathbb{Q}_p$. Suppose $\zeta_n \in K$ for all $n < m$. We may assume $p \nmid m$. Then

$$\beta = p^{-m}(\alpha - \sum_{n=0}^{m-1} \zeta_n p^n) \in K$$

and $\beta \equiv \zeta_m \pmod{p}$. Therefore $X^m - 1 \equiv 0 \pmod{p}$ has a solution in $K$. By Hensel's Lemma (since $p \nmid m$), $K$ contains a solution of $X^m - 1 = 0$ which is congruent to $\beta \pmod{p}$, hence to $\zeta_m \pmod{p}$. Since the $m$th roots of unity are distinct mod $p$ (recall

$$m = \prod_{\zeta^m = 1, \zeta \neq 1} (1 - \zeta)$$

it follows that $\zeta_m \in K$. By induction, $\zeta_m \in K$ for all $m$ with $p \nmid m$. Since, as above, the roots of unity of order prime to $p$ are distinct mod $p$, we have infinitely many residue classes mod $p$ in the ring of integers of $K$. Since $K/\mathbb{Q}_p$ is a finite extension, this is a contradiction. Therefore $\alpha \notin \bar{\mathbb{Q}}_p$ and $\bar{\mathbb{Q}}_p$ is not complete. \(\square\)

Since it is more convenient to do analysis in a complete field, we let $\mathbb{C}_p$ be the completion of $\bar{\mathbb{Q}}_p$ with respect to the $p$-adic absolute value. The $p$-adic absolute value naturally extends to $\mathbb{C}_p$ and $\bar{\mathbb{Q}}_p$ is dense in $\mathbb{C}_p$.

**Proposition 5.2.** $\mathbb{C}_p$ is algebraically closed.

**Proof.** We need the following lemma, due to Krasner.

**Lemma 5.3.** Suppose $K$ is a complete field with respect to a non-archimedean valuation. Let $\alpha, \beta \in \bar{K}$, the algebraic closure of $K$, with $\alpha$ separable over $K(\beta)$. Finally, suppose that for all conjugates $\alpha_i \neq \alpha$ of $\alpha$ we have

$$|\beta - \alpha| < |\alpha_i - \alpha|.$$

Then $K(\alpha) \subseteq K(\beta)$ ( $|x|$ denotes the unique extension of the absolute value on $K$).

In other words, if $\beta$ is sufficiently close to $\alpha$ then $\alpha \in K(\beta)$.
PROOF. Consider the extension $K(\alpha, \beta)/K(\beta)$ and let $L/K(\beta)$ be the Galois closure. Let $\sigma \in \text{Gal}(L/K(\beta))$. Then $\sigma(\beta - \alpha) = \beta - \sigma(\alpha)$. Since $|\sigma x| = |x|$ for all $x$ (by the uniqueness of the extension of the absolute value), we have

$$|\beta - \sigma(\alpha)| = |\beta - \alpha| < |\alpha_i - \alpha|$$

for all $\alpha_i \neq \alpha$. Therefore

$$|\alpha - \sigma(\alpha)| \leq \text{Max}(|\alpha - \beta|, |\beta - \sigma(\alpha)|) < |\alpha_i - \alpha|.$$  

It follows that $\sigma(\alpha) = \alpha$, so $\alpha \in K(\beta)$, as desired. \qed

Returning to the proof of the proposition, we let $K = \mathbb{C}_p$. Suppose $\alpha$ is algebraic over $\mathbb{C}_p$ and let $f(X)$ be its irreducible polynomial in $\mathbb{C}_p[X]$. Since $\mathbb{Q}_p$ is dense in $\mathbb{C}_p$, we may choose a polynomial $g(X) \in \overline{\mathbb{Q}}_p[X]$ whose coefficients are close to those of $f(X)$. Then $g(\alpha) = g(\alpha) - f(\alpha)$ is very small. Writing $g(X) = \prod (X - \beta_i)$, we see that $|\alpha - \beta|$ is small for some root $\beta$ of $g(X)$. In particular, we can choose $g(X)$ and then $\beta$ so that $|\beta - \alpha| < |\alpha_i - \alpha|$ for all conjugates $\alpha_i \neq \alpha$. Therefore $\alpha \in \mathbb{C}_p(\beta) = \mathbb{C}_p$, since $\beta \in \overline{\mathbb{Q}}_p \subset \mathbb{C}_p$. The proof is complete. \qed

Sometimes, for technical reasons, it is convenient to embed $\mathbb{C}_p$ in $\mathbb{C}$, or vice versa. In fact, the two fields are algebraically, but not topologically, isomorphic: Both fields have the same uncountable transcendence degree over $\mathbb{Q}$, and both are obtained by starting with $\mathbb{Q}$, adjoining a transcendence basis, and then taking the algebraic closure.

From now on, unless otherwise stated, we shall be working in $\mathbb{C}_p$, which may be regarded as the $p$-adic analogue of the complex numbers. We next introduce the $p$-adic exponential and logarithm functions. Define

$$\text{exp}(X) = \sum_{n=0}^{\infty} \frac{X^n}{n!}.$$  

Since there are $[n/p^i]$ multiples of $p^i$ less than or equal to $n$, it is easy to see that the exponent of $p$ in $n!$ is

$$\left\lfloor \frac{n}{p} \right\rfloor + \left\lfloor \frac{n}{p^2} \right\rfloor + \cdots < \frac{n}{p - 1}.$$  

If $p^a \leq n < p^{a+1}$ then the sum is greater than

$$\frac{n}{p} + \cdots + \frac{n}{p^a} - a = \frac{n}{p - 1} - a - \frac{np^{-a}}{p - 1} > \frac{n - p}{p - 1} - \frac{\log n}{\log p}.$$  

Therefore

$$\frac{n - p}{p - 1} - \frac{\log n}{\log p} < v_p(n!) < \frac{n}{p - 1}.$$  

It follows that $|X^n/n!| \to 0$ as $n \to \infty$ if $|X| < p^{-1/(p-1)}$ and $|X^n/n!| \to \infty$ if $|X| > p^{-1/(p-1)}$. Therefore $\text{exp}(X)$ has radius of convergence $p^{-1/(p-1)} < 1$ (recall that a non-archimedean series converges $\iff$ its $n$th term $\to 0$). Note
that $e = \exp(1)$ is undefined, but $e^p (e^4$ if $p = 2)$ is defined. We could of course let $e = (\exp(p))^{1/p}$ but this would not be unique.

We now define

$$\log_p(1 + X) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}X^n}{n}.$$ 

Since the exponent of $p$ in $n$ is at most $\log n/\log p$, we find that the series has radius of convergence 1. However in this case we can extend the function. Note that since $\log_p(XY) = \log_p(X) + \log_p(Y)$ is an identity for formal power series, it is true whenever the series converge.

**Proposition 5.4.** There exists a unique extension of $\log_p$ to all of $\mathbb{C}_p^\times$ such that $\log_p(p) = 0$ and $\log_p(xy) = \log_p x + \log_p y$ for all $x, y \in \mathbb{C}_p^\times$.

**Proof.** We need to investigate the multiplicative structure of $\mathbb{C}_p^\times$. For each rational number $r$ choose a power $p^r$ of $p$ in such a way that $p^{r}\omega = p^{r+s}$ (one way: let $p^r$ be the positive real $r$th power of $p$ in $\bar{\mathbb{Q}}$, then embed $\bar{\mathbb{Q}}$ in $\mathbb{C}_p$). Denote by $p^\mathbb{Q}$ this set of $p^r$, $r \in \mathbb{Q}$.

Let $\alpha \in \mathbb{C}_p^\times$. If $\alpha_1 \in \bar{\mathbb{Q}}_p$ is sufficiently close to $\alpha$ then $|\alpha| = |\alpha_1|$. But $|\alpha_1| = (p^{1/e})^n$ for some $n$ where $e$ is the ramification index of $\mathbb{Q}_p(\alpha_1)/\mathbb{Q}_p$. Therefore $|\alpha| = p^{-r}$ for some $r \in \mathbb{Q}$, so $|\alpha p^{-r}| = 1$.

Now suppose $\beta \in \mathbb{C}_p^\times$, $|\beta| = 1$. Choose $\beta_1 \in \bar{\mathbb{Q}}_p$ close to $\beta$. Every unit of the finite extension $\mathbb{Q}_p(\beta_1)/\mathbb{Q}_p$ is congruent modulo $\mathfrak{p}$ (the prime above $p$) to a root of unity of order prime to $p$ (lift from $(\mathcal{O}/\mathfrak{p})^\times$ via Hensel's lemma). It follows that $|\beta_1 - \omega| < 1$, hence $|\beta - \omega| < 1$ and $|\beta \omega^{-1} - 1| < 1$, for some root of unity $\omega$ of order prime to $p$. Since such roots of unity are distinct modulo $\mathfrak{p}$, $\omega$ is unique. Let $W$ denote the group of all roots of unity of order prime to $p$ in $\mathbb{C}_p^\times$. We have proved that

$$\mathbb{C}_p^\times = p^\mathbb{Q} \times W \times U_1$$

where

$$U_1 = \{x \in \mathbb{C}_p||x - 1| < 1\}.$$ 

Now let $\alpha = p^r \omega x \in \mathbb{C}_p^\times$. Define $\log_p \alpha = \log_p x$. Since $x \in U_1$, $\log_p x$ is defined by the power series. Clearly this extension satisfies the desired properties.

Suppose $f(\alpha)$ gives another extension. If $\omega^N = 1$ then

$$f(\alpha) = \frac{1}{N}f(\alpha^N) = \frac{1}{N}f(p^{rN}) + \frac{1}{N}f(1) + \frac{1}{N}f(x^N)$$

$$= 0 + 0 + \frac{1}{N}\log_p(x^N)) = \log_p(x).$$

Therefore the extension is unique. This completes the proof of the proposition.

If $\sigma \in \text{Gal}(\bar{\mathbb{Q}}_p/\mathbb{Q}_p)$ then since $|\sigma x| = |x|$ for all $x \in \bar{\mathbb{Q}}_p$ we may extend $\sigma$ to a continuous automorphism of $\mathbb{C}_p$. By continuity,

$$\log_p(1 + \sigma x) = \sum (-1)^{n+1}(\sigma x)^n/n = \sigma \sum (-1)^{n+1}x^n/n = \sigma \log_p(1 + x).$$
By the uniqueness of $\log_p$, we therefore have $\sigma^{-1} \log_p(\sigma \alpha) = \log_p \alpha$ for $\alpha \in \mathbb{C}_p^\times$, i.e., $\log_p(\sigma \alpha) = \sigma(\log_p \alpha)$. It follows that for $\alpha \in \mathbb{Q}_p$, $\log_p(\alpha) \in \mathbb{Q}_p(\alpha)$; this fact also follows from the power series expansion.

For $\mathbb{Q}_p$, we may carry out the construction of the proposition more explicitly. For convenience we introduce the notation

$$q = \begin{cases} p, & \text{if } p \neq 2 \\ 4, & \text{if } p = 2. \end{cases}$$

Given $a \in \mathbb{Z}_p$, $p \nmid a$, there exists a unique $\phi(q)$th (i.e., $(p - 1)$st if $p \neq 2$) root of unity $\omega(a) \in \mathbb{Z}_p$ such that

$$a \equiv \omega(a) \pmod{q}.$$

Let

$$\langle a \rangle = \omega(a)^{-1}a,$$

so $\langle a \rangle \equiv 1 \pmod{q}$. Then $\log_p a = \log_p \langle a \rangle$. Alternatively, $a^{p-1} \equiv 1 \pmod{p}$, so $\log_p a = \log_p(a^{p-1})/(p - 1)$.

**Lemma 5.5.** If $|x| < p^{-1/(p-1)}$ then $|\log_p(1 + x)| = |x|$ and if $|x| \leq p^{-1/(p-1)}$ then $|\log_p(1 + x)| \leq |x|$.

**Proof.** If $n < p$ then $|n| = 1$, and in general $|n| \geq 1/n$. Therefore, if $|x| < p^{-1/(p-1)}$ we have

$$\frac{x^n}{n} = |x|^{n-1} \cdot |x| < |x| \quad \text{if } 2 \leq n < p$$

and

$$\frac{x^n}{n} < np^{(1-n)/(p-1)}|x| \leq |x| \quad \text{if } n \geq p,$$

since $n \cdot p^{(1-n)/(p-1)}$ is decreasing for $n \geq p$. Therefore $|x - x^2/2 + \cdots| = |x|$, as desired. The second part follows similarly. This completes the proof. \(\square\)

**Proposition 5.6.** $\log_p x = 0 \iff x$ is a rational power of $p$ times a root of unity (of arbitrary order).

**Proof.** Clearly such $x$ satisfy $\log_p x = 0$. Conversely, suppose $\log_p x = 0$. Since $\mathbb{C}_p^\times = p^{\mathbb{Q}} \times W \times U$, we may assume $x = 1 + y$ with $|y| < 1$. Let $N$ be large enough that $|y^{p^N}| < p^{-1/(p-1)}$. Then

$$x^{p^N} = (1 + y)^{p^N} = 1 + p^Ny + \cdots + \left(\begin{array}{c} p^N \\ j \end{array}\right)y^j + \cdots + y^{p^N}.$$

All the middle terms have absolute value at most $|py| < |p| \leq p^{-1/(p-1)}$, and by the choice of $N$ we have $|y^{p^N}| < p^{-1/(p-1)}$. Therefore $|x^{p^N} - 1| < p^{-1/(p-1)}$ and by Lemma 5.5

$$0 = |\log_p(x^{p^N})| = |x^{p^N} - 1|.$$

Therefore $x$ is a $p^N$th root of unity. This completes the proof. \(\square\)
Proposition 5.7. If $|x| < p^{-1/(p-1)}$ then

$$\log_p \exp(x) = x$$

and

$$\exp \log_p (1 + x) = 1 + x.$$ 

Proof. Both are formal power series identities, so we need only check convergence. Since $|x^n/n!| < 1$ for $n \geq 1$ (because $v_p(n!) < n/(p - 1)$), we have $|\exp(x) - 1| < 1$ for all $x$ with $|x| < p^{-1/(p-1)}$, so $\exp(x)$ and $\log_p \exp(x)$ converge. Similarly, Lemma 5.5 may be used to treat the second identity. 

Note that the first identity is true whenever $\exp(x)$ converges. But the second is not true for all $x$. Let $x = \zeta_p - 1$. Then $0 = \log_p(\zeta_p)$, so $\exp(\log_p(\zeta_p)) = 1 \neq \zeta_p$. This is true even though $\log_p(\zeta_p)$ converges ($|\zeta_p - 1| < 1$). The point is that $|\log_p x|$ is not less than $p^{-1/(p-1)}$ for all $x$ with $|x| \leq |\zeta_p - 1| = p^{-1/(p-1)}$, so the formal rearrangement of the power series to get

$$\exp \log_p (1 + x) = 1 + x$$

does not work.

Finally, let $a \in \mathbb{Z}_p$, $p \nmid a$. We may define

$$\langle a \rangle^x = \exp(x \log_p \langle a \rangle) = \exp(x \log_p a).$$

Since $|\log_p \langle a \rangle| \leq |q| = 1/q$, this converges if $|x| < (p-1)/q > 1$. If $x = 1$ then $\langle a \rangle^1 = \langle a \rangle$ by Proposition 5.7. Similarly, if $n \in \mathbb{Z}$ then $\langle a \rangle^n$ agrees with the usual definition. In particular, if $n \equiv 0 \mod (p - 1)$, or $0 \mod 2$ if $p = 2$, then $\langle a \rangle^n = a^n$.

We now turn our attention to more general functions. Let

$$\binom{X}{n} = \frac{X(X - 1) \cdots (X - n + 1)}{n!}.$$ 

Then $\binom{X}{n}$ is a polynomial of degree $n$ in $X$ and if $X$ is an integer we obtain a binomial coefficient. If $X \in \mathbb{Z}_p$ then $X$ is close to a rational integer, so $\binom{X}{n}$ is close to an integer. It follows that $\binom{X}{n} \in \mathbb{Z}_p$ if $X \in \mathbb{Z}_p$. However this is not true for extensions of $\mathbb{Q}_p$. For example,

$$\binom{\sqrt{2}}{p} \in \mathbb{Z}_p[\sqrt{2}] \Leftrightarrow \sqrt{2} \quad \text{is congruent modulo } p \text{ to a rational integer}$$

$$\Leftrightarrow \sqrt{2} \in \mathbb{Q}_p \Leftrightarrow p \equiv \pm 1 \mod (8).$$

A classical theorem of Mahler states that any continuous function $f(X)$ from $\mathbb{Z}_p$ to $\mathbb{Q}_p$ may be written uniquely in the form

$$f(X) = \sum_{n=0}^{\infty} a_n \binom{X}{n} \quad \text{with } a_n \to 0 \text{ as } n \to \infty.$$
Clearly any such function is continuous since it is a uniform limit of continuous functions. Since \( f(m) = \sum_{n=0}^{m} a_n \binom{m}{n} \), we may use the identity
\[
\binom{m}{i} \binom{m-j}{j} = \binom{m}{j} \binom{m-j}{i-j}
\]
to obtain
\[
\sum_{i=0}^{m} (-1)^{m-i} \binom{m}{i} f(i) = \sum_{i=0}^{m} \sum_{j=0}^{i} (-1)^{m-i} a_j \binom{m}{i} \binom{i}{j}
= \sum_{j=0}^{m} \binom{m}{j} a_j \sum_{j=i}^{m} \binom{m-j}{i-j} (-1)^{m-i}
= \sum_{j=0}^{m} \binom{m}{j} a_j (1-1)^{m-j} = a_m
\]
(note that \( 0^0 = 1 \) since it comes from \( \binom{m}{m} \) \(-1) = 1 \). Therefore \( f(X) \) determines \( a_m \). The hard part is showing \( a_m \to 0 \). We shall not prove this here because we do not need it. See Lang [4], p. 99.

If \( a_n \to 0 \) sufficiently rapidly, then \( f(X) \) is analytic; that is, \( f(X) \) may be expanded in a power series.

**Proposition 5.8.** Suppose \( r < p^{-1/(p-1)} < 1 \) and
\[
f(X) = \sum_{n=0}^{\infty} a_n \binom{X}{n}
\]
with \( |a_n| \leq Mr^n \) for some \( M \). Then \( f(X) \) may be expressed as a power series with radius of convergence at least \( R = (rp^{1/(p-1)})^{-1} > 1 \).

**Lemma.** Let \( P_i(X) = \sum_{n=0}^{\infty} a_{n,i} X^n \), \( i = 0, 1, 2, \ldots \) be a sequence of power series which converge in a fixed subset \( D \) of \( \mathbb{C}_p \) and suppose
1. \( a_{n,i} \to a_{n,0} \) as \( i \to \infty \) for each \( n \), and
2. for each \( X \in D \) and every \( \varepsilon > 0 \) there exists an \( n_0 = n_0(X, \varepsilon) \) such that
\[
|\sum_{n \geq n_0} a_{n,i} X^n| < \varepsilon \text{ uniformly in } i (=0, 1, 2, \ldots).
\]

Then \( \lim_{i \to \infty} P_i(X) = P_0(X) \) for all \( X \in D \).

**Proof of Lemma.** Given \( \varepsilon \) and \( X \), choose \( n_0 \) as above. Then
\[
|P_0(X) - P_i(X)| \leq \max_{n \leq n_0} \{ \varepsilon, |a_{n,0} - a_{n,i}| \cdot |X^n| \} = \varepsilon
\]
for \( i \) sufficiently large. \( \square \)

**Proof of Proposition 5.8.** Let
\[
P_i(X) = \sum_{n \leq i} a_n \binom{X}{n} = \sum_{n \leq i} a_{n,i} X^n, \quad i = 1, 2, 3, \ldots.
\]
Then
\[ a_{n,i} = a_n \frac{\text{integer}}{n!} + a_{n+1} \frac{\text{integer}}{(n+1)!} + \cdots , \]
so
\[ |a_{n,i}| \leq \text{Max}_{j \geq n} \left| \frac{a_j}{j!} \right| \leq MR^{-n}. \]

Also,
\[ |a_{n,i} - a_{n,i+k}| = \left| a_{i+1} \frac{\text{integer}}{(i+1)!} + \cdots + a_{i+k} \frac{\text{integer}}{(i+k)!} \right| \leq MR^{-(i+1)} \to 0 \text{ as } i \to \infty. \]

Therefore \( \{a_{n,i}\}_{i=1}^{\infty} \) is a Cauchy sequence. Let \( a_{n,0} = \lim_{i \to \infty} a_{n,i} \). Then \( |a_{n,0}| \leq MR^{-n} \). Let \( P_0(X) = \sum_{n=0}^{\infty} a_{n,0} X^n \), so \( P_0 \) converges in \( D = \{ x \in C_p \mid |x| < R \} \). The polynomials \( P_1, P_2, \ldots \) of course also converge in \( D \). Finally, if \( X \in D \) then
\[ \sum_{n \geq n_0} a_{n,i} X^n \leq \text{Max}_{n \geq n_0} \{ MR^{-n} |X|^n \} \to 0 \text{ as } n_0 \to \infty, \]
uniformly in \( i \). Therefore \( \lim_{i \to \infty} P_i(X) = P_0(X) \), so \( f(X) \) is analytic in \( D \), as desired.

As an application, let us reconsider the function \( \langle a \rangle^s \). We may expand it as a binomial series
\[ (1 + \langle a \rangle - 1)^s = \sum_{n=0}^{\infty} \binom{s}{n} (\langle a \rangle - 1)^n. \]

Since \( |\langle a \rangle - 1| \leq q^{-1} \), we may let \( r = q^{-1} \). We find that the series represents an analytic function with radius of convergence at least \( q^{-1/(p-1)} \), just as before. In fact
\[ \exp(s \log_p \langle a \rangle) = \sum_{n=0}^{\infty} \binom{s}{n} (\langle a \rangle - 1)^n \]
since the functions are analytic in \( s \) and are equal when \( s \) is a positive integer. Since the positive integers have 0 as a \((p\text{-adic})\) accumulation point, the functions must be identically equal.

\section{5.2 \( p \)-adic \( L \)-functions}

We are now able to consider the main subject of this chapter. Let
\[ H(s, a, F) = \sum_{m \equiv a(F)} \frac{1}{m^s} = \sum_{n=0}^{\infty} \frac{1}{(a + nF)^s} = F^{-s} \zeta\left(s, \frac{a}{F}\right), \]
where \( s \) is a complex variable, \( a \) and \( F \) are integers with \( 0 < a < F \), and \( \zeta(s, b) \) is the Hurwitz zeta function. Then

\[
H(1 - n, a, F) = -\frac{F^{n-1} B_n(a/F)}{n} \in \mathbb{Q}, \quad n \geq 1,
\]

and \( H \) has a simple pole at \( s = 1 \) with residue \( 1/F \).

**Theorem 5.9.** Suppose \( q \mid F \) and \( p \nmid a \). Then there exists a \( p \)-adic meromorphic function \( H_p(s, a, F) \) on

\[
\{ s \in \mathbb{C}_p \mid |s| < q p^{-1/(p - 1)} > 1 \}
\]

such that

\[
H_p(1 - n, a, F) = \omega^{-n}(a) H(1 - n, a, F), \quad n \geq 1.
\]

In particular, when \( n \equiv 0 \pmod{p - 1} \), or \( \pmod{2} \) if \( p = 2 \), then

\[
H_p(1 - n, a, F) = H(1 - n, a, F).
\]

The function \( H_p \) is analytic except for a simple pole at \( s = 1 \) with residue \( 1/F \).

**Proof.** Let

\[
H_p(s, a, F) = \frac{1}{s - 1} \frac{1}{F} \langle a \rangle^{1-s} \sum_{j=0}^{\infty} \left( \begin{array}{c} 1 - s \\ j \end{array} \right) (B_j) \left( \frac{F}{a} \right)^j.
\]

Assume convergence for the moment. Then

\[
H_p(1 - n, a, F) = -\frac{1}{nF} \langle a \rangle^n \sum_{j=0}^{n} \left( \begin{array}{c} n \\ j \end{array} \right) (B_j) \left( \frac{F}{a} \right)^j
\]

\[
= -\frac{F^{n-1} \omega^{-n}(a)}{n} B_n \left( \frac{a}{F} \right)
\]

\[
= \omega^{-n}(a) H(1 - n, a, F), \quad \text{as desired.}
\]

At \( s = 1 \), we have residue

\[
\frac{1}{F} \langle a \rangle^0 \sum_{j=0}^{\infty} \left( \begin{array}{c} 0 \\ j \end{array} \right) (B_j) \left( \frac{F}{a} \right)^j = \frac{1}{F}.
\]

It remains to prove convergence. We need the following well-known result.

**Theorem 5.10 (von Staudt–Clausen).** Let \( n \) be even and positive. Then

\[
B_n + \sum_{(p - 1)|n} \frac{1}{p} \in \mathbb{Z},
\]

where the sum is over those primes \( p \) such that \( p - 1 \) divides \( n \) (in particular, 2 and 3 appear in the denominator of each Bernoulli number). Consequently, \( pB_n \) is \( p \)-integral for all \( n \) and all \( p \).
PROOF. We shall show that for each prime \( p \) we have \( B_n \equiv -1/p \) or \( 0 \mod \mathbb{Z}_p \), depending on whether \( p - 1 \) does or does not divide \( n \). Assume by induction that this is true for \( m < n \). In particular, \( pB_m \in \mathbb{Z}_p \) for \( m < n \). Since the cases \( m = 0, 1 \) are easily treated, we assume also that \( n \geq 2 \) is even. From Proposition 4.1 we have

\[
B_n = B_{n,1} = p^{n-1} \sum_{a=1}^{p} B_n \left( \frac{a}{p} \right) = \sum_{a=1}^{p} \sum_{j=0}^{n} \binom{n}{j} (B_j) \left( \frac{a}{p} \right)^{n-j} = \sum_{a=1}^{p} \sum_{j=0}^{n} \binom{n}{j} (pB_j) a^{n-j} p^j = \sum_{a=1}^{p} (pB_0 a^{n-2} + npB_1 a^{n-1} p^{-1} + pB_n p^{n-2}) \mod \mathbb{Z}_p.
\]

Since \( B_1 = -\frac{1}{2}, B_1 \in \mathbb{Z}_p \) if \( p \neq 2 \). Since \( n \) is even, \( nB_1 \in \mathbb{Z}_2 \). Therefore we may omit the term with \( B_1 \). We obtain

\[
(1 - p^{n-1})B_n \equiv - \frac{1}{p} \sum_{a=1}^{p} a^n = \begin{cases} \frac{p-1}{p}, & \text{if } (p - 1)|n \\ 0, & \text{if } (p - 1) \nmid n. \end{cases}
\]

Since \( 1 - p^{n-1} \equiv 1 \mod p \), we have \( B_n \equiv -1/p \) or \( 0 \mod \mathbb{Z}_p \).

Now consider \( B_n + \sum_{(p-1)|n} 1/p \). By the above, this is in \( \mathbb{Z}_p \) for every \( p \), so there are no primes in the denominator. Therefore it must be an integer. This completes the proof of Theorem 5.10. \( \square \)

Returning to the proof of Theorem 5.9, we note that \(|(B_j)(F/a)| \leq p|q|^j\). Therefore, by Proposition 5.8 with \( r = |q| = 1/q \), we find that

\[
\sum_{j=0}^{\infty} \binom{s}{j} (B_j) \left( \frac{F}{a} \right)^j
\]

is analytic on \( D = \{ s \in \mathbb{C}_p ||s| < q p^{-1/(p-1)} \} \). Since \( q p^{-1/(p-1)} > 1 \), this is the same set as \( \{ s \in \mathbb{C}_p ||1-s| < q p^{-1/(p-1)} \} \), so

\[
\sum_{j=0}^{\infty} \binom{1-s}{j} (B_j) \left( \frac{F}{a} \right)^j
\]

is analytic in \( D \). Similarly, \( \langle a \rangle^s \), hence \( \langle a \rangle^{1-s} \), is analytic in \( D \). Therefore \( (s-1)H_p(s, a, F) \) is analytic in \( D \). This completes the proof of Theorem 5.9. \( \square \)

We are now ready to construct \( p \)-adic \( L \)-functions. Let \( \chi \) be a Dirichlet character. If we fix, once and for all, an embedding of \( \overline{\mathbb{Q}} \) into \( \mathbb{C}_p \), we may regard the values of \( \chi \) as lying in \( \mathbb{C}_p \). Also, observe that \( \omega(a) \) is a \( p \)-adic Dirichlet
character of conductor $q$ and order $\phi(q)$ ($= 2$ or $p - 1$). It may be regarded as coming from a complex character if desired, but the choice is noncanonical and depends on an embedding of $\mathbb{Q}(\zeta_{p-1})$ into $\mathbb{Q}_p$. It is better to regard $\omega$ as a $p$-adic object. Note that it generates the group of Dirichlet characters defined mod $q$.

**Theorem 5.11.** Let $\chi$ be a Dirichlet character of conductor $f$ and let $F$ be any multiple of $q$ and $f$. Then there exists a $p$-adic meromorphic (analytic if $\chi \neq 1$) function $L_p(s, \chi)$ on $\{s \in \mathbb{C}_p | |s| < qp^{-1/(p-1)}\}$ such that

$$L_p(1 - n, \chi) = - (1 - \chi\omega^{-n}(p)p^{n-1}) \frac{B_{n, \chi\omega^{-n}}}{n}, \quad n \geq 1.$$ 

If $\chi = 1$ then $L_p(s, 1)$ is analytic except for a pole at $s = 1$ with residue $(1 - 1/p)$. In fact, we have the formula

$$L_p(s, \chi) = \frac{1}{F} \frac{1}{s - 1} \sum_{a=1 \atop p \nmid a}^F \chi(a) \left\langle a \right\rangle^{1 - s} \sum_{j=0}^{\infty} \left(1 - \frac{s}{j}\right) (B_j) \left(\frac{F}{a}\right)^j.$$ 

**Remarks.** The factor $(1 - \chi\omega^{-n}(p)p^{n-1})$ is the Euler factor at $p$ for $L(s, \chi\omega^{-n})$. It is a general principle that to obtain $p$-adic analogues of complex functions, the $p$-part must be removed (intuitively, $\sum 1/n^s$ has $p$-adically arbitrarily large terms if $p$ is allowed to divide $n$, while at least the terms are bounded if $p \nmid n$). The expression $\chi\omega^{-n}(p)$ is taken in the sense of multiplication of characters given in Chapter 3. In general, $\chi\omega^{-n}(p) \neq \chi(p)\omega^{-n}(p)$. For example, if $\chi = \omega^n \neq 1$, then $\chi\omega^{-n}(p) = 1$, while $\chi(p) = \omega^n(p) = 0$.

Note that

$$L_p(1 - n, \chi) = (1 - \chi(p)p^{n-1})L(1 - n, \chi) \quad \text{if } n \equiv 0 \pmod{p - 1}$$

(mod 2 if $p = 2$). In general, $L_p(s, \chi)$ is an intertwining of the functions $L(s, \chi\omega^j)$, $j = 0, 1, \ldots, p - 2$. If $\chi$ is an odd character then $n$ and $\chi\omega^{-n}$ have different parities so $B_{n, \chi\omega^{-n}} = 0$. Therefore $L_p(s, \chi)$ is identically zero for odd $\chi$. If $\chi$ is even then $B_{n, \chi\omega^{-n}} \neq 0$ so $L_p(s, \chi)$ is not the zero function. The nature of its zeros is not yet understood.

**Proof of Theorem 5.11.** We show that the formula gives the desired function. Since

$$L_p(s, \chi) = \sum_{a=1 \atop p \nmid a}^F \chi(a) H_p(s, a, F),$$

the analyticity properties follow at once. At $s = 1$, $L_p(s, \chi)$ has residue $\sum_{a=1}^F \chi(a)(1/F)$. If $\chi = 1$ then this sum equals $1 - 1/p$. If $\chi \neq 1$ then the sum is

$$\frac{1}{F} \sum_{a=1}^F \chi(a) - \frac{1}{F} \sum_{b=1}^{F/p} \chi(pb).$$
The first sum is 0. If $p \mid f$ then $\chi(pb) = 0$ for all $b$. If $p \nmid f$ then $f | (F/p)$, so again the second sum is 0. Therefore $L_p(s, \chi)$ has no pole at $s = 1$ if $\chi \neq 1$.

If $n \geq 1$ then

$$L_p(1 - n, \chi) = \sum_{\substack{a = 1 \atop p \nmid a}}^{F} \chi(a)H_p(1 - n, a, F)$$

$$= -\frac{1}{n} F^{n-1} \sum_{a = 1 \atop p \nmid a}^{F} \chi(\omega^{-n}(a))B_n\left(\frac{d}{F}\right)$$

$$= -\frac{1}{n} F^{n-1} \sum_{a = 1}^{F} \chi(\omega^{-n}(a))B_n\left(\frac{d}{F}\right)$$

$$+ \frac{1}{n} p^{n-1} \left(\frac{F}{p}\right)^{n-1} \sum_{b = 1}^{F/p} \chi(\omega^{-n}(pb))B_n\left(\frac{b}{F/p}\right).$$

If $p \mid f_{\chi_\omega^{-n}}$ then $\chi(\omega^{-n}(pb)) = 0$. Otherwise $f_{\chi_\omega^{-n}}(F/p)$. By Proposition 4.1 we have

$$L_p(1 - n, \chi) = -\frac{1}{n} (B_{n, \chi_\omega^{-n}} - \chi(\omega^{-n}(p)p^{n-1}B_{n, \chi_\omega^{-n}})$$

$$= -\frac{1}{n} (1 - \chi(\omega^{-n}(p)p^{n-1})B_{n, \chi_\omega^{-n}}.$$ This completes the proof of Theorem 5.11. □

What happens at the positive integers? We shall treat the case $s = 1$ shortly. Let $n \geq 1$. It is classical that

$$\frac{(-1)^{n+1}}{n!} \frac{d^{n+1}}{(dz)^{n+1}} \log \Gamma(z) = \sum_{m=0}^{\infty} \frac{1}{(z + m)^{n+1}} = \zeta(1 + n, z).$$

Recall Stirling’s asymptotic series (see Whittaker and Watson, [1], p. 241)

$$\log \frac{\Gamma(z)}{\sqrt{2\pi}} \sim (z - \frac{1}{2}) \log z - z + \sum_{j=1}^{\infty} \frac{B_{j+1}}{j(j + 1)} z^{-j}.$$

The series does not converge for complex $z$, but $\log(\Gamma(z)/\sqrt{2\pi})$ equals the $m$th partial sum $+ O(|z|^{-m-1})$ as $z \to \infty$. If we differentiate $(n+1)$-times (this can be justified) we obtain

$$\frac{(-1)^{n+1}}{n!} \frac{d^{n+1}}{(dz)^{n+1}} \log \Gamma(z) \sim \frac{1}{n} \sum_{j=0}^{\infty} \binom{-n}{j} (B_j) z^{-(n+j)}.$$

Note that the right-hand side converges $p$-adically if $|z|_p > 1$. We therefore regard

$$\frac{z^{-n}}{n} \sum_{j=0}^{\infty} \binom{-n}{j} (B_j) z^{-j}$$
as the $p$-adic analogue of

$$\sum_{m=0}^{\infty} \frac{1}{(z + m)^{n+1}} = \zeta(1 + n, z).$$

Letting $z = a/F$, we see that for $n \geq 1$

$$H_p(1 + n, a, F)$$

is the analogue of

$$\omega^{-n}(a)F^{n+1}\zeta\left(1 + n, \frac{a}{F}\right) = \omega^n(a)H(1 + n, a, F).$$

An easy calculation shows that $L_p(1 + n, \chi)$ is the analogue of

$$(1 - \chi\omega^n(p)p^{-(n+1)})L(1 + n, \chi\omega^n).$$

Note that $L(1 + n, \chi\omega^n)$ gives the values for even characters at odd integers and for odd characters at even integers. Very little is known about these numbers, either in the complex case or the $p$-adic case.

§5.3 Congruences

Theorem 5.12. Suppose $\chi \neq 1$ and $pq \nmid f_\chi$. Then

$$L_p(s, \chi) = a_0 + a_1(s - 1) + a_2(s - 1)^2 + \cdots$$

with $|a_0| \leq 1$ and with $p|a_i$ for all $i \geq 1$ (note that since $L_p(s, \chi)$ has radius of convergence greater than 1, $a_i \to 0$ as $i \to \infty$; so we a priori have $p|a_i$ for large $i$).

**Proof.** We may choose $F$ as in Theorem 5.11 so that $q|F$ but $pq \nmid F$. Also we may assume $\chi$ is even since everything is 0 otherwise.

If $j \geq 6$ then

$$\left| \frac{B_j}{j!} \frac{F^{j-1}}{a^j} \right| \leq p^{j/(p-1)} \cdot p \cdot \frac{1}{q^{j-1}} \leq \frac{1}{q}.$$ 

A check of the cases $j = 3, 4, 5$ shows that the inequality holds for $j \geq 3$. Therefore all coefficients in the power series expansion of

$$\frac{1}{F} \sum_{j \geq 3} \binom{1-s}{j}(B_j)\left(\frac{F}{a}\right)^j$$

are divisible by $p$. Also, the terms for $j \leq 2$ have possibly $q$, but not $pq$, in the denominator.

Similarly,

$$\langle a \rangle^{1-s} = \exp((1-s) \log_p \langle a \rangle) = \sum_{j=0}^{\infty} \frac{1}{j!} (1-s)^j (\log_p \langle a \rangle)^j$$
has all coefficients in $\mathbb{Z}_p$, and they are divisible by $pq$ for $j \geq 2$, since $q | \log_p \langle a \rangle$.

Therefore we need only consider

$$\frac{1}{s - 1} \sum_{a=1 \atop p \nmid a}^{F} \chi(a)(1 + (1 - s) \log_p \langle a \rangle) \left( \frac{1}{F} - \frac{1 - s}{2a} + \frac{(1 - s)(1 - s - 1)F}{12a^2} \right).$$

We find that

$$a_0 \equiv - \sum_{a=1 \atop p \nmid a}^{F} \chi(a) \left( \frac{1}{F} \log_p \langle a \rangle - \frac{1}{2a} - \frac{F}{12a^2} \right) \pmod{p}.$$

Clearly $(1/F) \log_p \langle a \rangle$ and $F/12$ are in $\mathbb{Z}_p$. Since $a \equiv \omega(a) \pmod{q}$,

$$\frac{1}{2} \sum_{a} \chi(a) \frac{1}{a} \equiv \frac{1}{2} \sum \chi \omega^{-1}(a) \equiv 0 \pmod{\frac{1}{2}q}$$

(we need the same reasoning as was used in the proof of Theorem 5.11 to handle the fact that the sum only includes $a$ with $p \nmid a$). This shows that $|a_0| \leq 1$.

Next, we have

$$a_1 \equiv \sum_{a=1 \atop p \nmid a}^{F} \chi(a) \left( \frac{F}{12a^2} - \frac{\log_p \langle a \rangle}{2a} - \frac{F}{12a^2} \right) \pmod{p}.$$

Clearly $F \log_p \langle a \rangle / 12a^2$ and $\log_p \langle a \rangle / 2a$ are divisible by $p$. If $p \geq 5$ then $F/12 \in p\mathbb{Z}_p$, so $p | a_1$. If $p = 2$ or $3$ then $F/12 \in \mathbb{Z}_p^*$. But $a^2 \equiv 1 \pmod{p}$ if $p \nmid a$, so $\sum_{a=1 \atop p \nmid a}^{F} \chi(a)a^{-2} \equiv \sum_{a=1 \atop p \nmid a}^{F} \chi(a) \equiv 0$. Again we have $p | a_1$.

Finally, we have

$$a_2 \equiv - \sum_{a=1 \atop p \nmid a}^{F} \chi(a)(\log_p \langle a \rangle) \frac{F}{12a^2} \equiv 0 \pmod{p}.$$

Since all the higher coefficients are already divisible by $p$, from the above, the theorem is proved.

Most of the congruences for Bernoulli numbers and generalized Bernoulli numbers follow from this theorem. We give a few examples. For another approach, see the Exercises for Chapter VII.

**Corollary 5.13.** Suppose $\chi \neq 1, pq \nmid f$. Let $m, n \in \mathbb{Z}$. Then

$$L_p(m, \chi) \equiv L_p(n, \chi) \pmod{p},$$

and both numbers are $p$-integral.

**Proof.** Both sides are congruent to $a_0$ in the notation of the theorem. □
Corollary 5.14 (Kummer’s Congruences). Suppose \( m \equiv n \not\equiv 0 \pmod{p-1} \) are positive even integers. Then
\[
\frac{B_m}{m} \equiv \frac{B_n}{n} \pmod{p}.
\]
More generally, if \( m \) and \( n \) are positive even integers with \( m \equiv n \pmod{(p-1)p^a} \) and \( n \not\equiv 0 \pmod{p-1} \), then
\[
(1 - p^{m-1}) \frac{B_m}{m} \equiv (1 - p^{n-1}) \frac{B_n}{n} \pmod{p^{a+1}}.
\]

**Proof.** Consider \( L_p(s, \omega^m) = L_p(s, \omega^n) \). Then
\[
L_p(1 - m, \omega^m) = -(1 - p^{m-1})(B_m/m)
\]
and similarly for \( n \). Also
\[
L_p(1 - m, \omega^n) = a_0 + a_1(-m) + a_2(-m)^2 + \cdots
\]
\[
\equiv a_0 + a_1(-n) + a_2(-n)^2 + \cdots \pmod{p^{a+1}}
\]
(since \( p \mid a_i, i \geq 1 \))
\[
= L_p(1 - n, \omega^n).
\]
The result follows. \( \square \)

Corollary 5.15. Suppose \( n \) is odd, \( n \not\equiv -1 \pmod{p-1} \). Then
\[
B_{1, \omega^n} = \frac{B_{n+1}}{n+1} \pmod{p}
\]
and both sides are \( p \)-integral.

**Proof.** Since \( n \not\equiv -1, \omega^{n+1} \not\equiv 1 \). Also \( \omega^n(p) = 0 \) since \( \omega^n \not\equiv 1 \). Therefore, by Corollary 5.13,
\[
B_{1, \omega^n} = (1 - \omega^n(p))B_{1, \omega^n} = -L_p(0, \omega^{n+1})
\]
\[
\equiv -L_p(1 - (n + 1), \omega^{n+1}) = (1 - p^n) \frac{B_{n+1}}{n+1} \equiv \frac{B_{n+1}}{n+1} \pmod{p}.
\]
The \( p \)-integrality also follows from Corollary 5.13. \( \square \)

Theorem 5.16. Let \( p \) be an odd prime and let \( h_p^- \) be the relative class number of \( \mathbb{Q}(\zeta_p) \). Then \( p \mid h_p^- \iff p \) divides the numerator of \( B_j \) for some \( j = 2, 4, \ldots, p-3 \). (Later we shall show \( p \mid h_p \iff p \mid h_p^- \).)

**Proof.** The odd characters corresponding to \( \mathbb{Q}(\zeta_p) \) are \( \omega, \omega^3, \ldots, \omega^{p-2} \). Therefore, by Theorem 4.16
\[
h_p^- = 2p \prod_{j=1}^{p-2} (\omega^j - \frac{1}{2} B_{1, \omega^j})
\]
\((Q = 1 \text{ by Corollary } 4.13; \ w = 2p)\). First, note that
\[
B_{1,\omega_{p^2}} - B_{1,\omega_1} = \frac{1}{p} \sum_{a=1}^{p-1} a\omega^{-1}(a) \equiv \frac{p-1}{p} \mod \mathbb{Z}_p.
\]
Therefore \((2p)(-\frac{1}{2}B_{1,\omega_{p^2}}) \equiv 1 \pmod{p}\), so we have
\[
h_p^- \equiv \left( -\frac{1}{2}B_{1,\omega_j} \right) \pmod{p}.
\]
By Corollary 5.15, this may be rewritten as
\[
h_p^- \equiv \left( -\frac{1}{2}B_{j+1} \right) \pmod{p}.
\]
The theorem follows immediately.

As mentioned in Chapter 1, a prime is called irregular if \(p\) divides \(B_j\) for some \(j = 2, 4, \ldots, p - 3\).

**Theorem 5.17.** There are infinitely many irregular primes.

**Proof.** Suppose \(p_1, \ldots, p_r\) are all the irregular primes and let \(m = N(p_1 - 1) \cdots (p_r - 1)\), where \(N\) will be chosen later. It follows from Exercise 4.3 that \(|B_n/n| \to \infty\) as \(n \to \infty, n\) even. If we choose \(N\) large enough, then \(|B_m/m| > 1\). There then exists a prime \(p\) which divides the numerator of \(B_m/m\). Since \(p_i\) is in the denominator of \(B_m\) for \(i = 1, \ldots, r\) by Theorem 5.10, we cannot have \(p = p_i\) for any \(i\). Also \(m \not\equiv 0 \pmod{p - 1}\) for similar reasons. Let \(m' \equiv m \pmod{p - 1}\), \(0 < m' < p - 1\). Then
\[
\frac{B_{m'}}{m'} \equiv \frac{B_m}{m} \pmod{p},
\]
so \(p | B_{m'}\). Therefore, \(p\) is irregular. It follows that there must be infinitely many irregular primes, as claimed.

It is not known whether or not there are infinitely many regular primes. However, numerical evidence indicates that about 61% of all primes are regular. More precisely, let \(i(p)\) be the number of \(B_j, j = 2, 4, \ldots, p - 3\), which are divisible by \(p\). This number is usually called the index of irregularity. Assume that the Bernoulli numbers are random mod \(p\) in the sense that \(B_j\) is divisible by \(p\) with probability \(1/p\). There are \((p - 3)/2\) Bernoulli numbers in consideration for a prime \(p\). The probability that \(i(p) = k\) is therefore
\[
\binom{p - 3}{2} \left(1 - \frac{1}{p}\right)^{\frac{(p-3)}{2} - k} \left(\frac{1}{p}\right)^k,
\]
which approaches \( \left( \frac{1}{2} \right)^k e^{-1/2}/k! \) as \( p \to \infty \) (Poisson distribution with parameter \( \frac{1}{2} \)). For \( i(p) = 0 \), we find that \( e^{-1/2} \approx 60.65\% \) of all primes should be regular. The remaining 39.35\% should be irregular of various indices. This heuristic argument agrees closely with the numerical evidence. For the 11733 odd primes less than 125000, the computer calculations of Wagstaff [1] yielded the following data:

<table>
<thead>
<tr>
<th>( i(p) )</th>
<th>Fraction with ( i(p) )</th>
<th>( \frac{1}{k!} \frac{1}{2^k} e^{-1/2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.6075</td>
<td>0.6065</td>
</tr>
<tr>
<td>1</td>
<td>0.3033</td>
<td>0.3033</td>
</tr>
<tr>
<td>2</td>
<td>0.0746</td>
<td>0.0758</td>
</tr>
<tr>
<td>3</td>
<td>0.0130</td>
<td>0.0126</td>
</tr>
<tr>
<td>4</td>
<td>0.0014</td>
<td>0.0016</td>
</tr>
<tr>
<td>5</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td>( \geq 6 )</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

§5.4 The Value at \( s = 1 \)

We now turn our attention to the evaluation of \( L_p(1, \chi) \). The answer is the \( p \)-adic version of the classical formula with the Euler factor at \( p \) removed.

**Theorem 5.18.** Let \( \chi \) be an even nontrivial Dirichlet character of conductor \( f \), let \( \bar{\chi} = \chi^{-1} \), let \( \zeta \) be a primitive \( f \)th root of unity, and let \( \tau(\chi) = \sum_{a=1}^{f} \chi(a) \zeta^a \) be a Gauss sum. Then

\[
L_p(1, \chi) = - \left( 1 - \frac{\chi(p)}{p} \right) \frac{\tau(\chi)}{f} \sum_{a=1}^{f} \chi(a) \log_p(1 - \zeta^a).
\]

**Proof.** (The proof is not especially enlightening. The reader could possibly omit it without seriously impairing the understanding of subsequent results.)

We shall consider the cases \( f = p \) and \( f \neq p \) separately.

1. \( f = p \) (the argument in this case is essentially due to Kummer). Then \( \chi = \omega^k \) for some even \( k \not\equiv 0 \pmod{p-1} \), and \( p \) must be odd. Let \( \phi(X) \in \mathbb{Q}[X] \) be a polynomial with \( p \)-integral coefficients such that \( \phi(1) = 1 \). Then \( \phi(X) = 1 + b_1(X-1) + b_2(X-1)^2 + \cdots \) so we may formally expand

\[
\log \phi(X) = - \sum_{i=1}^{\infty} \frac{(1 - \phi(X))^i}{i} = \sum_{i=1}^{\infty} \frac{C_i}{i} (1 - X)^i.
\]

We claim the \( C_i \)'s are \( p \)-integral. When

\[
\frac{1}{i} (-b_1(X-1) - b_2(X-1)^2 - \cdots - b_k(X-1)^k)^i
\]
is expanded, we obtain terms of the form
\[
(p\text{-integral coefficient}) \frac{1}{i} \left( \begin{array}{c} i \\ a_1, \ldots, a_k \end{array} \right) (X - 1)^{a_1} \cdots (X - 1)^{a_k},
\]
where the expression in parentheses is a multinomial coefficient. Note that for any \( j \) with \( a_j \neq 0 \),
\[
\frac{a_j}{i} \left( \begin{array}{c} i \\ a_1, \ldots, a_k \end{array} \right)
\]
is another multinomial coefficient, hence integral. Therefore
\[
\frac{1}{i} \left( \begin{array}{c} i \\ a_1, \ldots, a_k \end{array} \right) \sum j a_j \in \mathbb{Z}.
\]
But this expression, times the "\( p\text{-integral coefficient} \)" above, is the form of the contributions to \( C_n \), with \( n = \sum j a_j \). This proves the claim.

Returning to the above formula, we expand further and obtain
\[
\log \phi(X) = \sum_{i=1}^{\infty} \frac{C_i}{i} \left( \sum_{j=0}^{i} \binom{i}{j} (-1)^j X^j \right).
\]
Now let \( X = e^t \), so
\[
\log \phi(e^t) = \sum_{i=1}^{\infty} \frac{C_i}{i} \sum_{j=0}^{i} \binom{i}{j} (-1)^j \sum_{m=0}^{\infty} \frac{t^m}{m!} t^m.
\]

**Lemma 5.19.**

\[
\sum_{j=0}^{i} \binom{i}{j} (-1)^j i^m = 0 \quad \text{for } i > m.
\]

**Proof.** The left-hand side is the coefficient of \( t^m/m! \) in the Taylor expansion of \((1 - e^t)^i = t^i + \) higher terms. The result follows immediately.

The lemma shows that the coefficient of \( t^m/m! \) is a finite sum, in fact it is
\[
\sum_{i=1}^{m} \frac{C_i}{i} \sum_{j=0}^{i} \binom{i}{j} (-1)^j i^m.
\]

Now let \( g \) be a primitive root modulo \( p \) (so \( g^a \equiv 1 \mod p \iff p - 1 \text{ divides } a \)) and let
\[
\phi(X) = \frac{1}{g} \frac{X^g - 1}{X - 1} = \frac{1}{g} (X^{g-1} + X^{g-2} + \cdots + 1).
\]
Then
\[
\frac{d}{dt} \log \phi(e^t) = \frac{ge^{gt}}{e^{gt} - 1} - \frac{e^t}{e^t - 1} = \frac{1}{t} \left( \frac{gt}{e^{gt} - 1} - \frac{t}{e^t - 1} \right) + g - 1
\]
\[
= g - 1 + \sum_{m=1}^{\infty} \frac{(g^m - 1)B_m}{m!} \frac{t^{m-1}}{m!}.
\]
It follows that the coefficient of \( i^m/m! \) \((m \geq 2)\) for \( \log \phi(e^t) \) is \((g^m - 1)(B_m/m)\), so

\[
(g^m - 1) \frac{B_m}{m} = \sum_{i=1}^{\infty} \frac{C_i}{i} \sum_{j=1}^{i} \binom{i}{j} (-1)^{j} j^m.
\]

Let \( m = kp^n \). Then \( \omega^{kp^n} = \omega^k \) and

\[
L_p(1, \omega^k) = \lim_{n \to \infty} L_p(1 - kp^n, \omega^k) = \lim_{n \to \infty} -(1 - p^{kp^n}) \frac{B_{kp^n}}{kp^n} = \lim_{n \to \infty} - \frac{B_{kp^n}}{kp^n}.
\]

Since \( g^{kp^n} \to \omega(g)^k \), we have

\[
(\omega(g)^k - 1)L_p(1, \omega^k) = \lim_{n \to \infty} -(g^{kp^n} - 1) \frac{B_{kp^n}}{kp^n}
\]

\[
= \lim_{n \to \infty} - \sum_{i=1}^{\infty} \frac{C_i}{i} \sum_{j=1}^{i} \binom{i}{j} (-1)^{j} j^{kp^n}
\]

\[
= \lim_{n \to \infty} - \sum_{i=1}^{\infty} C_i \frac{i}{i} \sum_{j=1}^{i} \binom{i}{j} (-1)^{j} j^{kp^n-1}
\]

\[
= \left( \text{Note: } \binom{i}{j} = \frac{i}{j} \binom{i-1}{j-1} \right).
\]

Since each \( C_i \) is \( p \)-integral, we may evaluate \( \lim j^{kp^n-1} \) termwise. If \( p \mid j \) then the limit is 0. Otherwise we obtain \( \omega^k(j) \). Therefore

\[
(\omega(g)^k - 1)L_p(1, \omega^k) = - \sum_{i=1}^{\infty} \frac{C_i}{i} \sum_{j=1}^{i} \binom{i}{j} (-1)^{i} \omega^k(j).
\]

We now return to the original formula for \( \log \phi(X) \). Let \( \zeta = \zeta_p \) be any primitive \( p \)-th root of unity and let \( (a, p) = 1 \). Since \( |\phi(\zeta^a) - 1| \leq |\zeta^a - 1| < 1 \), we may expand

\[
\log_p \phi(\zeta^a) = - \sum_{i=1}^{\infty} \frac{(1 - \phi(\zeta^a))^i}{i} = \sum_{i=1}^{\infty} \frac{C_i}{i} (1 - \zeta^a)^i
\]

\[
= \sum_{i=1}^{\infty} C_i \frac{i}{i} \sum_{j=0}^{i} \binom{i}{j} (-1)^{j} \zeta^{aj},
\]

with the same \( C_i \) as above. Therefore,

\[
\sum_{a=1}^{p-1} \omega^{-k}(a) \log_p \phi(\zeta^a) = \sum_{i=1}^{\infty} \frac{C_i}{i} \sum_{j=0}^{i} \binom{i}{j} (-1)^{j} \sum_{a=1}^{p-1} \omega^{-k}(a) \zeta^{aj}
\]

\[
= \tau(\omega^{-k}) \sum_{i=1}^{\infty} \frac{C_i}{i} \sum_{j=0}^{i} \binom{i}{j} (-1)^{j} \omega^k(j)
\]

since

\[
\sum_{a=1}^{p-1} \omega^{-k}(a) \zeta^{aj} = \omega^k(j) \tau(\omega^{-k}) \quad \text{if } p \nmid j
\]
and equals 0 if \( p | j \). We now have

\[
\tau(\omega^{-k})(\omega(g)^k - 1)L_p(1, \omega^k) = -\sum_{a=1}^{p-1} \omega^{-k}(a) \log_p \phi(\zeta^a)
\]

\[
= -\sum_{a=1}^{p-1} \omega^{-k}(a)[-\log_p g + \log_p(1 - \zeta^ag) - \log_p(1 - \zeta^a)]
\]

\[
= -(\omega(g)^k - 1)\sum_{a=1}^{p-1} \omega^{-k}(a) \log_p(1 - \zeta^a).
\]

Finally, since \( \tau(\omega^k)\tau(\omega^{-k}) = \omega^k(-1)p = p \) by Lemmas 4.7 and 4.8, we obtain (note \( \omega^k(g) \equiv g^k \not\equiv 1 \mod p \), so \( \omega^k(g) \not\equiv 1 \))

\[
L_p(1, \omega^k) = -\frac{\tau(\omega^k)}{p} \sum_{a=1}^{p-1} \omega^{-k}(a) \log_p(1 - \zeta^a),
\]

as desired. Note that the Euler factor \((1 - \omega^k(p)/p) = 1\) so it does not appear explicitly.

II. \( f \not\equiv p \).

**Lemma 5.20.** Let \( \chi \not\equiv 1 \) be a Dirichlet character of conductor \( f \) and let \( \zeta \) be a primitive \( f \)th root of unity. Then for \( n \geq 1 \)

\[
\frac{B_{n, \chi}}{n} = -\frac{\tau(\chi)}{f} \sum_{a=1}^{\frac{f-1}{p}} \sum_{i=1}^{n} \frac{\bar{x}(a)}{i(i^a - 1)^i} \sum_{j=1}^{i} \left(\begin{array}{c} i \\ j \end{array}\right) (-1)^{i-j} j^n
\]

(we may also sum for \( 1 \leq i < \infty \) by Lemma 5.19.)

**Proof.** Let

\[
f_a(t) = \sum_{n=0}^{\infty} \sum_{i=1}^{\infty} \frac{1}{i(i^a - 1)^i} \sum_{j=0}^{i} \left(\begin{array}{c} i \\ j \end{array}\right) (-1)^{i-j} j^n t^n \frac{n!}{n!}
\]

\[
= \sum_{i=1}^{\infty} \frac{1}{i(i^a - 1)^i} \sum_{j=0}^{i} \left(\begin{array}{c} i \\ j \end{array}\right) (-1)^{i-j} e^t = \sum_{i=1}^{\infty} \frac{1}{i} \left(\frac{e^t - 1}{i^a - 1}\right)^i.
\]

Then \( f_a(0) = 0 \) and \( f_a'(t) = e^t/(\zeta^a - e^t) \).

Let \( g(X) = \sum_{b=1}^{f-1} \chi(b)X^{b-1} \) and consider the partial fraction expansion

\[
\frac{g(X)}{X^f - 1} = \sum_{a=1}^{f} \frac{r_a}{X - \zeta^a}.
\]
Computing residues at $\zeta^a$, we obtain
\[ r_a = \frac{g(\zeta^a)}{(f)(\zeta^a)^{f-1}} = \frac{\zeta^a}{f} g(\zeta^a) = \frac{1}{f} \sum \chi(b)\zeta^{ab} = \frac{\bar{\chi}(a)}{f} \tau(\chi). \]

Therefore
\[ \sum_{n=1}^{\infty} B_{n,\chi} \frac{t^{n-1}}{n!} = \sum_{b=1}^f \chi(b) e^{bt} \frac{\tau(\chi)}{f} \sum_{a=1}^f \bar{\chi}(a) \frac{1}{e^t - \zeta^a} \]
\[ = -\frac{\tau(\chi)}{f} \sum_{a=1}^{f-1} \bar{\chi}(a) f_a(t). \]

Therefore
\[ \sum_{n=1}^{\infty} \frac{B_{n,\chi} t^n}{n!} = -\frac{\tau(\chi)}{f} \sum_{a=1}^{f-1} \bar{\chi}(a) f_a(t). \]

If we equate the coefficients of $t^n/n!$, we obtain the lemma.

As in the case $f = p$, we have
\[ L_p(1, \chi) = \frac{\tau(\chi)}{f} \lim_{n \to \infty} \frac{1}{n} \sum_{a=1}^{f-1} \sum_{i=1}^{(p-1)p^n} \frac{\bar{\chi}(a)}{i(\zeta^a - 1)^i} \sum_{j=1}^i \binom{i}{j}(-1)^{i-j} \alpha^{p-j}. \]

Postponing for the moment the justification of the termwise evaluation of
\[ \lim_{n \to \infty} \frac{1}{n} \sum_{a=1}^{f-1} \sum_{i=1}^{(p-1)p^n} \frac{\bar{\chi}(a)}{i(\zeta^a - 1)^i} \sum_{j=1}^i \binom{i}{j}(-1)^{i-j}. \]

But
\[ \sum_{j=0}^i \binom{i}{j}(-1)^{i-j} = (1 - 1)^i = 0, \]
so
\[ \sum_{p \mid j} \binom{i}{j}(-1)^{i-j} = -\sum_{p \mid i} \binom{i}{j}(-1)^{i-j} = -\frac{1}{p} \sum_{i=0}^i \binom{i}{j}(-1)^{i-j} \alpha^j \]
\[ = -\frac{1}{p} \sum_{i=1}^\infty (\alpha - 1)^i. \]

We now have
\[ -\frac{\tau(\chi)}{pf} \sum_{a=1}^{f-1} \sum_{i=1}^\infty \bar{\chi}(a) \frac{1}{i} \left(\frac{\alpha - 1}{\zeta^a - 1}\right)^i. \]
If $\zeta$ is not a $p$-power root of unity then $|\zeta^a - 1|_p = 1$ so $|(\alpha - 1)/(\zeta^a - 1)|_p < 1$. If $\zeta$ is a $p^n$th root of unity then $n \geq 2$ ($f \neq p$). Therefore again we have $|(\alpha - 1)/(\zeta^a - 1)| < 1$. In both cases we have convergence, so we get

$$
\frac{\tau(\chi)}{pf} \sum_a \sum_a \bar{\chi}(a) \log p \left(1 - \frac{\alpha - 1}{\zeta^a - 1}\right)
= \frac{\tau(\chi)}{pf} \sum_a \sum_a \bar{\chi}(a) \log p \left(\frac{\alpha - \zeta^a}{1 - \zeta^a}\right)
= \frac{\tau(\chi)}{pf} \sum_{a=1}^f \bar{\chi}(a)[\log p (1 - \zeta^{ap}) - p \log p (1 - \zeta^a)]
= -\left(1 - \frac{\chi(p)}{p}\right) \frac{\tau(\chi)}{f} \sum_{a=1}^f \bar{\chi}(a) \log p (1 - \zeta^a),
$$
as desired (the $\log p (1 - \zeta^{ap})$ is treated by a change of variables if $p \nmid f$. If $p | f$ then use the same technique as in the proof of Lemma 4.7).

We now justify the termwise evaluation of $\lim j^{(p-1)p^n}$, as promised above (yes, even in the $p$-adics things like this need to be checked once in a while). We know that $j^{(p-1)p^n} = J + \text{small}$, where $J = 0$ or $1$. Consider the inner sums over $i$ and $j$. We have

$$
\sum \sum \text{(coefficient)}(J + \text{small}) = \sum \sum \text{(coeff.)}(J) + \sum \sum \text{(coeff.)}(\text{small}).
$$

When the coefficients are $p$-integral, the second term is small. The problem is that the coefficients have $(\zeta - 1)^i$ in the denominator, so sometimes they are large. Therefore we must show that $(\text{large})(\text{small}) = \text{small}$.

**Lemma 5.21.**

$$
\sum_{j=1}^i \binom{i}{j} (-1)^{i-j} m^{j+1} \quad \text{and} \quad \sum_{j=1}^i \binom{i}{j} (-1)^{i-j} j
$$

are both divisible by $i!$ for $m \geq 1$, the first divisibility being in $\mathbb{Z}$, the second in $\mathbb{Z}_p$ (note that we do not get $\mathbb{Z}$-divisibility for the second expression: let $p = 3$, $i = 4$. Then $24$ divides $3$ in $\mathbb{Z}_3$ but not in $\mathbb{Z}$).

**PROOF.** Write the monomial $X^m$ as

$$
X^m = \sum_{i=0}^\infty a_i \binom{X}{i}.
$$

Then the $a_i$ are uniquely determined and

$$
a_i = \sum_{j=1}^i \binom{i}{j} (-1)^{i-j} m^{j+1}
$$

(see the discussion preceding Proposition 5.8). Since we may obviously write any polynomial in $\mathbb{Z}[X]$, in particular $X^m$, as a $\mathbb{Z}$-linear combination
of polynomials of the form \((X)(X - 1) \cdots (X - j + 1) = X^j + \text{lower terms}\), we must have \(a_i/i! \in \mathbb{Z}\). This proves the first half of the lemma. But for any \(i\) we may let \(m = (p - 1)p^n \to \infty\) to obtain the second expression, so the lemma is proved.

If \(\zeta\) is not of \(p\)-power order we have \(|\zeta^a - 1| = 1\), so we may proceed as in the case \(f = p\): write

\[
\frac{1}{i} \binom{i}{j} j^{(p-1)p^n} = \binom{i-1}{j-1} j^{(p-1)} j^{(p-1)p^n - 1}.
\]

Everything else inside the limit is \(p\)-integral so we may take the limit termwise.

But if \(\zeta\) is a \(p^n\)th root of unity \((m \geq 2)\), then \(i(\zeta^a - 1)^i\) is very small \(p\)-adically for large \(i\), so we must proceed more carefully. Fix \(n\) and first consider \(i \leq n\). Then

\[
v_p(i(\zeta^a - 1)^i) \leq \frac{\log i}{\log p} + \frac{i}{\phi(p^n)} \leq \frac{\log n}{\log p} + \frac{n}{(p - 1)p}.
\]

If \(p | j\) then \(v_p(j^{(p-1)p^n}) \geq (p - 1)p^n\) which grows faster than \(v_p(i(\zeta^a - 1)^i)\). So omitting the terms with \(p | j\) does not change the limit. If \(p \not| j\) then

\[
v_p(j^{(p-1)p^n} - 1) \geq n + 1.
\]

Therefore \(v_p(j^{(p-1)p^n} - 1) - v_p(i(\zeta^a - 1)^i) \to \infty\) as \(n \to \infty\) uniformly for \(i \leq n\). It follows that we may replace \(j^{(p-1)p^n}\) by 1 for all terms with \(i \leq n\).

Now consider \(i > n\). By the above lemma

\[
v_p\left(\frac{1}{i(\zeta^a - 1)^i} \sum_{j=1}^{i} (-1)^{i-j} \binom{i}{j} j^{(p-1)p^n}\right) \geq v_p\left(\frac{(i-1)!}{(\zeta^a - 1)^i}\right)
\]

\[
\geq \frac{i - 1 - p}{p - 1} - \frac{\log(i - 1)}{\log p} - \frac{i}{(p - 1)p} \geq ci \geq cn
\]

for some \(c > 0\) (for the estimate on \((i - 1)!\) see the discussion preceding Proposition 5.4). Therefore the terms with \(i > n\) do not affect the limit. We obtain the same result when \(j^{(p-1)p^n}\) is replaced by 1 \((p \not| j)\) or 0 \((p | j)\).

To summarize, if \(i \leq n\) then the denominator is not small enough to cause problems, so we may take the limit termwise. The terms for \(i > n\) become 0 in the limit, so may be ignored. This completes the justification. The proof of Theorem 5.18 is now complete.

The above reasoning also yields the following result, which shows that the \(p\)-adic \(L\)-functions are Iwasawa functions (see Exercise 12.3 and Theorem 7.10).

**Proposition 5.22.** Suppose \(\chi \neq 1, f \neq p, \zeta = \zeta_f\). Then for \(s \in \mathbb{Z}_p\) we have

\[
L_p(s, \chi) = -\frac{\tau(\chi)}{f} \sum_{a=1}^{f-1} \chi(a) \sum_{i=1}^{\infty} \frac{1}{i(\zeta^a - 1)^i} \sum_{j=1}^{i} \frac{\binom{i}{j}(-1)^{i-j}}{p \cdot j} \cdot (j)^{1-s}.
\]
PROOF. \( L_p(s, \chi) = \lim L_p(1 - n, \chi) \), where \( n = (p - 1)m \to \infty \), and \( m \to (1 - s)/(p - 1) \) \( p \)-adically. So

\[
L_p(s, \chi) = \lim - (1 - \chi(p)p^{n-1}) \frac{B_{n, \chi}}{n} = - \lim \frac{B_{n, \chi}}{n}.
\]

Now use Lemma 5.20. Since \( \lim j^n = \lim (\omega(j) \langle j \rangle)^n = \langle j \rangle^n = \langle j \rangle^{1 - s} \) if \( p \nmid j \), we may use the above reasoning to justify the termwise evaluation of the limit and obtain the result. The details are left to the reader. \( \square \)

§5.5 The \( p \)-adic Regulator

The question now arises regarding whether or not \( L_p(1, \chi) \) is nonzero. As in the complex case, we have \( L_p(1, \chi) \neq 0 \), but it is a rather deep fact. However, we may quickly dispose of a special case.

Proposition 5.23. If \( p \) is a regular prime and \( k \) is an even integer with \( k \neq 0 \pmod{p - 1} \), then \( L_p(1, \omega^k) \neq 0 \pmod{p} \). In particular, \( L_p(1, \omega^k) \neq 0 \).

PROOF. We know from Corollary 5.13 that \( L_p(1, \omega^k) = L_p(1 - k, \omega^k) = -(1 - p^{k-1}) (B_k/k) \neq 0 \pmod{p} \), since \( p \nmid B_k \). \( \square \)

To treat the general case, we introduce the \( p \)-adic regulator. Let \( K \) be a number field. If we fix an embedding of \( \mathbb{C}_p \) into \( \mathbb{C} \), then any embedding of \( K \) into \( \mathbb{C}_p \) becomes an embedding into \( \mathbb{C} \), hence may be considered as real or complex, depending on the image of \( K \) (this classification possibly depends on the choice of the embedding of \( \mathbb{C}_p \) into \( \mathbb{C} \)). We therefore sometimes obtain an ambiguity in the definition of the \( p \)-adic regulator. See Exercises 5.12 and 5.13. Let \( r = r_1 + r_2 - 1 \), with \( r_1, r_2 \) defined as usual for \( K \). The embeddings of \( K \) into \( \mathbb{C}_p \) may be listed as \( \sigma_1, \ldots, \sigma_r, \sigma_{r_1+1}, \bar{\sigma}_{r_1+1}, \ldots, \sigma_{r_1+r_2}, \bar{\sigma}_{r_1+r_2} \), where the \( \sigma_i, 1 \leq i \leq r_1 \) are real in the above sense, and the other embeddings are complex. Let \( \delta_i = 1 \) if \( \sigma_i \) is real, \( \delta_i = 2 \) if \( \sigma_i \) is complex. Let \( \varepsilon_1, \ldots, \varepsilon_r \) be independent units of \( K \). Then

\[
R_{K, p}(\varepsilon_1, \ldots, \varepsilon_r) = \det(\delta_i \log_p(\sigma_i \varepsilon_j))_{1 \leq i, j \leq r}.
\]

Note that this regulator is only defined up to a change in sign, since changing the order of the \( \sigma_i \)'s could introduce a factor of \(-1\). We are mostly interested in \( p \)-divisibility properties, so this will not present a problem. Since there are additional ambiguities unless \( K \) is real, or \( CM \) (see Exercise 5.13), we shall usually only discuss \( p \)-adic regulators in these cases.

If \( \{\varepsilon_1, \ldots, \varepsilon_r\} \) is a basis for the units of \( K \) modulo roots of unity, then \( R_p(K) = R_{K, p}(\varepsilon_1, \ldots, \varepsilon_r) \) is called the \( p \)-adic regulator of \( K \). In Chapter 8 we shall prove the following result. The proof will rely heavily on the above formula for \( L_p(1, \chi) \).
Theorem 5.24. Let $K$ be a totally real abelian number field of degree $n$ corresponding to a group $X$ of Dirichlet characters. Then

$$\frac{2^{n-1}h(K)R_p(K)}{\sqrt{d(K)}} = \prod_{\chi \in X \atop \chi \neq 1} \left(1 - \frac{\chi(p)}{p}\right)^{-1} L_p(1, \chi).$$

(Since both $R_p(K)$ and $\sqrt{d(K)}$ are only determined up to sign, the above equality actually means that we can choose signs so as to obtain equality.)

If we define the $p$-adic zeta function of $K$ to be

$$\zeta_{K, p}(s) = \prod_{\chi \in X} L_p(s, \chi)$$

then we obtain

$$\lim_{s \to 1} (s - 1)\zeta_{K, p}(s) = \frac{2^{n-1}hR_p}{\sqrt{d}} \prod_{\chi \in X} \left(1 - \frac{\chi(p)}{p}\right),$$

so if $R_p \neq 0$ then $\zeta_{K, p}(s)$ has a simple pole at $s = 1$ with a residue which is the $p$-adic analogue of the residue for the complex case.

We shall prove that $R_p(K) \neq 0$ when $K$ is abelian over $\mathbb{Q}$, so that $L_p(1, \chi) \neq 0$. From Proposition 5.23 combined with Theorem 5.24, we already have $R_p(K) \neq 0$ when $K = \mathbb{Q}(\zeta_p)^+$ and $p$ is regular. In general, there is the following.

Leopoldt's Conjecture (Preliminary Form). $R_p(K) \neq 0$ for all number fields $K$.

At present, there is no general proof of this result, although it has been verified in several cases.

Theorem 5.25. If $K/\mathbb{Q}$ is abelian then $R_p(K) \neq 0$.

Proof. We shall need several preparatory results.

Lemma 5.26. Let $G$ be a finite abelian group and let $f$ be a function on $G$ with values in some field of characteristic $0$. Then

(a) \[ \text{det}(f(\sigma \tau^{-1}))_{\sigma, \tau \in G} = \prod_{\chi \in G} \sum_{\sigma \in G} \chi(\sigma)f(\sigma), \]

(b) \[ \text{det}(f(\sigma \tau^{-1}) - f(\sigma))_{\sigma, \tau \neq 1} = \prod_{\chi \neq 1} \sum_{\sigma \in G} \chi(\sigma)f(\sigma), \]

(c) if \[ \sum_{\sigma} f(\sigma) = 0 \] then

\[ \text{det}(f(\sigma \tau^{-1}))_{\sigma, \tau \neq 1} = |G|^{-1} \cdot \prod_{\chi \neq 1} \sum_{\sigma \in G} \chi(\sigma)f(\sigma). \]

Proof. (a) Consider the finite-dimensional vector space $V$ of all functions $h(X)$ on $G$. Then $G$ acts on $V$ by translation: $\sigma h(X) = h(\sigma X)$. Define the
linear transformation $T = \sum_\sigma f(\sigma)\sigma$. Let $\phi_\tau(X)$ be the characteristic function of $\{\tau\} \subseteq G$, so $\phi_\tau(\sigma) = 1$ if $\sigma = \tau$ and 0 if $\sigma \neq \tau$. Then $\{\phi_\tau\}_{\tau \in G}$ forms a basis for $V$. Since
\[
T\phi_\tau(X) = \sum_\sigma f(\sigma)\phi_\tau(\sigma X) = \sum_\sigma f(\sigma)\phi_{\sigma^{-1}\tau}(X)
\]
\[
= \sum_\tau f(\tau\tau^{-1})\phi_\tau(X),
\]
the matrix $(f(\sigma\tau^{-1}))_{\sigma,\tau \in G}$ is the matrix for $T$ with respect to this basis. Since the characters $\chi \in \hat{G}$ are linearly independent, they also form a basis for $V$ (alternatively, since $\phi_\tau(X) = \sum_\chi \chi(\tau^{-1}X)$, they span $V$, hence form a basis). But $T\chi(X) = \sum_\sigma f(\sigma)\chi(\sigma)\chi(X)$, so the character $\chi$ is an eigenvector with eigenvalue $\sum_\chi \chi(\sigma)f(\sigma)$. Consequently, $T$ is diagonal with respect to this basis. The determinant is the product of these eigenvalues, so the first part of the lemma is proved.

(b) Let $W$ be the subspace consisting of functions $h(X)$ with $\sum_\sigma h(\sigma) = 0$. Let $\psi_\tau(X) = \phi_\tau(X) - 1/|G|$. Then $\{\psi_\tau(X)\}_{\tau \neq 1}$ forms a basis for $W$. Using the fact that $\psi_1(X) = -\sum_{\tau \neq 1} \psi_\tau(X)$, we easily find that $(f(\sigma\tau^{-1}) - f(\sigma))_{\sigma,\tau \neq 1}$ is the matrix of $T$ restricted to $W$ for this basis. As before, the nontrivial characters diagonalize $T$ restricted to $W$, so part (b) follows.

(c) Adjoin a row and column to $(f(\sigma\tau^{-1}) - f(\sigma))_{\sigma,\tau \neq 1}$ to obtain the following (index the rows by $\sigma$, the columns by $\tau$):
\[
\begin{pmatrix}
1 & 0 & \cdots \\
\vdots \\
(f(\sigma) & f(\sigma\tau^{-1}) - f(\sigma) & \cdots \\
\vdots
\end{pmatrix}
\]
Now add the first column to each of the other columns, then add each of the columns of the resulting matrix onto the first column. The final result is
\[
\begin{pmatrix}
|G| & 1 & \cdots \\
0 & f(\sigma\tau^{-1}) & \cdots \\
\vdots & \vdots & 
\end{pmatrix}
\]
We have used the fact that $\sum_\sigma f(\sigma) = 0$ to obtain the zeroes in the first column. Using the result of part (b), we obtain the result. This completes the proof of Lemma 5.26. \qed

Lemma 5.27. Let $K/\mathbb{Q}$ be a finite Galois extension. If $K$ is real then let $\sigma_1, \ldots, \sigma_{r+1}$ be the elements of $\text{Gal}(K/\mathbb{Q})$. If $K$ is complex then let $\sigma_1, \ldots, \sigma_{r+1}$, $\bar{\sigma}_1, \ldots, \bar{\sigma}_{r+1}$ be the elements of $\text{Gal}(K/\mathbb{Q})$ (we regard $K$ as a subfield of $\mathbb{C}$). There exists a unit $\varepsilon$ of $K$ such that the set of units $\{\varepsilon^{\sigma_i} | 1 \leq i \leq r\}$ is multiplicatively independent, hence generates a subgroup of finite index in the full group of units (such a unit is called a Minkowski unit).

Proof. We shall find a unit $\varepsilon$ such that $|\varepsilon^{\sigma_i}| > 1$ but $|\varepsilon^{\sigma_i}| < 1$ for $i \neq 1$ (the absolute value is the complex absolute value corresponding to a fixed
embedding of $K$ into $\mathbb{C}$. The existence of such a unit is usually implicitly proved during the proof of Dirichlet's Unit Theorem. However, since it is rather difficult to isolate this step from many treatments of the subject, we shall reverse the steps and derive the existence of $\varepsilon$ from the Unit Theorem.

Let $E$ be the group of units of $K$ and consider the mapping $L: E \to \mathbb{R}^r$ defined by

$$L(\eta) = (\log|\eta^{a_2}|, \ldots, \log|\eta^{a_{r+1}}|).$$

Note that $\log|\eta^{a_i}| = -\sum_{t=2}^{r+1} \frac{1}{t} \log|\eta^{a_i}|$. The kernel of $L$ is exactly the roots of unity in $K$ by Lemma 1.6. By the Unit Theorem, the image must be a free abelian group of rank $r$. A bound on $L(\eta)$ gives a bound on the conjugates of $\eta$, hence on the coefficients of the irreducible polynomial for $\eta$. It follows that there are only finitely many images $L(\eta)$ is any bounded region of $\mathbb{R}^r$, so the image of $L$ is discrete. Therefore it is a lattice $M$ of maximal rank. Consider the “quadrant” $Q = \{(x_2, \ldots, x_{r+1}) \in \mathbb{R}^r | x_i < 0 \text{ for } 2 \leq i \leq r + 1\}$. Then $M \cap Q \neq \emptyset$. Let $\varepsilon \in E$ satisfy $L(\varepsilon) \in M \cap Q$. Then $\log|\varepsilon^{a_i}| < 0$ for $2 \leq i \leq r + 1$ and $\log|\varepsilon^{a_i}| = -\sum_{t=2}^{r+1} \frac{1}{t} \log|\varepsilon^{a_i}| > 0$. It follows that $|\varepsilon^{a_i}| > 1$ but $|\varepsilon^{a_i}| < 1$ for $i \neq 1$, as desired.

We claim that $\varepsilon$ is a unit of the type asserted in the lemma. For the proof we need the following.

**Lemma 5.28.** Let $(a_{ij})$ be a real square matrix with $a_{ii} > 0$, $a_{ij} \leq 0$ for $i \neq j$, and such that $\sum_i a_{ij} > 0$ for all $j$. Then $\det(a_{ij}) \neq 0$.

**Proof.** If $\det(a_{ij}) = 0$, there exists a non-zero vector $(x_i)$ such that $\sum_i a_{ij} x_i = 0$ for each $j$. Let $|x_k|$ be maximal among the entries of the vector. By changing signs if necessary, we may assume $x_k > 0$, hence $x_k \geq x_i$ for all $i$. Then

$$0 = \sum_i a_{ik} x_i \geq \sum_i a_{ik} x_k \quad \text{(since } a_{ik} \leq 0 \text{ for } i \neq k)$$

$$= (\sum_i a_{ik}) x_k > 0, \quad \text{contradiction.}$$

Returning to the proof of Lemma 5.27, we may assume $\sigma_1 = id$ and let

$$a_{ij} = \delta_i \log|\varepsilon^{a_{ij}}|. $$

Then $a_{ii} = \delta_i \log|\varepsilon^{a_i}| > 0$ and $a_{ij} < 0$ for $i \neq j$. Since $\sum_{i=1}^{r+1} a_{ii} = 0$, we have $\sum_{i=1}^{r+1} a_{ij} = -a_{r+1,j} > 0$ for $j \neq r + 1$. Lemma 5.28 implies that

$$R_K(\varepsilon^{a_1}, \ldots, \varepsilon^{a_r}) = |\det(a_{ij})| \neq 0.$$ 

Therefore $\varepsilon^{a_1}, \ldots, \varepsilon^{a_r}$ must be multiplicatively independent, otherwise there would be a linear relation among rows of the determinant. This completes the proof of Lemma 5.27.

We now prove Theorem 5.25. We may assume that $K$ is totally real, since if $K$ is imaginary then $R_p(K) = (1/\mathcal{Q})2^r R_p(K^+)$ (use the same proof as for Proposition 4.15, changing log to log$_p$). Fix an embedding of $K$ into $\mathbb{C}_p,$
let \( \{1 = \sigma_1, \ldots, \sigma_{r+1}\} = \text{Gal}(K/Q) \), and let \( \varepsilon \) be as in Lemma 5.27. By Lemma 5.26(c) (this is where we need \( G = \text{Gal}(K/Q) \) to be abelian) we have

\[
R_p(\varepsilon^{\sigma_2}, \ldots, \varepsilon^{\sigma_{r+1}}) = \det_p(p_p(e^{\sigma_1}), \ldots, e^{\sigma_{r+1}})_{2 \leq i, j \leq r+1} = \frac{1}{|G|} \prod_{\chi \neq 1} \sum_{\sigma \in \hat{G}} \chi(\sigma) \log_p(e^{\sigma}).
\]

We now need the following deep result, which is the \( p \)-adic analogue of a theorem of Baker.

**Theorem 5.29.** Let \( \alpha_1, \ldots, \alpha_n \) be algebraic over \( Q \) and suppose \( \log_p \alpha_1, \ldots, \log_p \alpha_n \) are linearly independent over \( Q \). Then they are linearly independent over \( \overline{Q} = \text{the algebraic closure of } Q \) in \( \mathbb{C}_p \) (for a proof, see Brumer [1]). \( \square \)

Since \( e^{\sigma_1}, \ldots, e^{\sigma_r} \) are multiplicatively independent, it follows easily that \( \log_p(e^{\sigma_1}), \ldots, \log_p(e^{\sigma_r}) \) are linearly independent over \( Q \) (we need Proposition 5.6). Since

\[
\log_p(e^{\sigma_{r+1}}) = -\sum_{i=1}^{r} \log_p(e^{\sigma_i}),
\]

we have

\[
\sum_{\sigma} \chi(\sigma) \log_p(e^{\sigma}) = \sum_{i=1}^{r} (\chi(\sigma_i) - \chi(\sigma_{r+1})) \log_p(e^{\sigma_i}).
\]

If \( \chi \neq 1 \) then \( \chi(\sigma_i) \neq \chi(\sigma_{r+1}) \) for some \( i \), so not all coefficients are zero. By the above theorem, the sum does not vanish. Therefore

\[
R_p(\varepsilon^{\sigma_2}, \ldots, \varepsilon^{\sigma_{r+1}}) \neq 0.
\]

But \( R_p(\varepsilon^{\sigma_2}, \ldots, \varepsilon^{\sigma_{r+1}}) = [E : E']R_p(K) \), where \( E \) is the full group of units of \( K \) and \( E' \) is the subgroup generated by \( \pm 1 \) and \( e^{\sigma_1}, \ldots, e^{\sigma_{r+1}} \), which is the same as the subgroup generated by \( \pm 1 \) and \( \{e^{\sigma_i} | 1 \leq i \leq r\} \). This completes the proof of Theorem 5.25. \( \square \)

**Corollary 5.30.** Let \( \chi \neq 1 \) be an even Dirichlet character. Then \( L_p(1, \chi) \neq 0 \). \( \square \)

By Theorem 5.18, we know that \( L_p(1, \chi) \) is essentially a linear form in logarithms. So why did we not apply Theorem 5.29 directly? The problem is that the logarithms in question are generally not independent over \( Q \). In certain cases we know all relations. For example, the only relation among \( \{\log_p(1 - \zeta_p^a) | 1 \leq a \leq (p-1)/2\} \) is that the sum is 0. So we may use the argument used above to obtain a situation where Theorem 5.29 is applicable. But in the general situation, there can be many more relations and the analysis becomes much more complicated. We shall discuss this matter more fully in Chapter 8.
For later reference, we now give another version of Leopoldt’s Conjecture. Let \( K \) be a number field. For each prime \( \mathfrak{p} \) lying above \( p \), let \( U_{\mathfrak{p}} \) denote the local units of \( K_{\mathfrak{p}} \) and \( U_{1,\mathfrak{p}} \) denote the principal units, that is, the units congruent to 1 modulo \( \mathfrak{p} \). Let

\[
U = \prod_{\mathfrak{p}|p} U_{\mathfrak{p}} \quad \text{and} \quad U_1 = \prod_{\mathfrak{p}|p} U_{1,\mathfrak{p}}.
\]

We may embed the global units \( E \) in \( U \):

\[
E \leftrightarrow U,
\]

\[
e \mapsto (e, \ldots, e).
\]

Let \( E_1 \) denote those \( e \) whose images are in \( U_1 \). Then \( E_1 \) is a subgroup of \( E \) of finite index (since \( e^{N_{\mathfrak{p}} - 1} \in U_{1,\mathfrak{p}} \)), so \( E_1 \) is an abelian group of rank \( r = r_1 + r_2 - 1 \). Let \( \bar{E}_1 \) denote the closure of \( E_1 \) in the topology of \( U_1 \). Since \( U_1 \) is a \( \mathbb{Z}_p \)-module (\( s: u \mapsto u^s \)), \( \bar{E}_1 \) is also a \( \mathbb{Z}_p \)-module. What is its rank?

**Leopoldt’s Conjecture.** The \( \mathbb{Z}_p \)-rank of \( \bar{E}_1 \) is \( r_1 + r_2 - 1 \).

**Theorem 5.31.** Let \( K \) be totally real. Then \( R_p(K) \neq 0 \Leftrightarrow \) the \( \mathbb{Z}_p \)-rank of \( \bar{E}_1 \) is \( r_1 - 1 \).

**Remarks.** One may be tempted to think that \( \bar{E}_1 \) must have rank \( r_1 + r_2 - 1 \) since \( E_1 \) has that for its \( \mathbb{Z} \)-rank. But consider the following. The group generated by 7 and 13 in \( \mathbb{Q}_3^\times \) has \( \mathbb{Z} \)-rank 2. But \( 7^{\log_3 13} = 13^{\log_3 7} \) and \( \log_3 13/\log_3 7 \in \mathbb{Z}_3 \). Therefore 7 generates the closure of the group, so the \( \mathbb{Z}_3 \)-rank of the closure is 1.

If there is only one \( \mathfrak{p} \) above \( p \) in \( K \), then the theorem says that \( R_p(K) \neq 0 \Leftrightarrow \) units which are independent over \( \mathbb{Z} \) are independent over \( \mathbb{Z}_p \). This is not necessarily true for nonunits, as the above example with 7 and 13 shows.

Also, if there are several primes above \( p \), it is not sufficient to consider only one \( U_{1,\mathfrak{p}} \). For example, if \( p \) splits completely then each \( U_{1,\mathfrak{p}} \) is a \( \mathbb{Z}_p \)-module of rank 1; so if \( r_1 + r_2 + 1 > 1 \) then the units must be \( \mathbb{Z}_p \)-dependent in each \( U_{1,\mathfrak{p}} \). But the relations are different for different \( \mathfrak{p} \), so it is still possible for the units to be \( \mathbb{Z}_p \)-independent in \( U_1 \).

To be more precise, suppose \( e_1, \ldots, e_r \) are \( \mathbb{Z}_p \)-dependent in \( U_1 \). Then there exist \( a_1, \ldots, a_r \in \mathbb{Z}_p \) such that \( e_1^{a_1} \cdots e_r^{a_r} = 1 \) in \( K_{\mathfrak{p}} \) for all \( \mathfrak{p} \). This means that if \( a_{i,n} \) are rational integers with \( a_{i,n} \to a_i \) \( p \)-adically, then

\[
e_1^{a_{1,n}} \cdots e_r^{a_{r,n}} \to 1 \quad \text{in} \quad K_{\mathfrak{p}} \quad \text{for each} \quad \mathfrak{p}.
\]

Since the \( \mathfrak{p} \)-adic valuations are different for different \( \mathfrak{p} \), the fact that the limit is 1 for one \( K_{\mathfrak{p}} \) does not imply anything about the limit for other \( \mathfrak{p} \). However, if the units are \( \mathbb{Z}_p \)-dependent then it is possible to get 1 as a limit for all \( K_{\mathfrak{p}} \) simultaneously.
PROOF OF THEOREM 5.31. Suppose the \( \mathbb{Z}_p \)-rank of \( \bar{E}_1 \) is less than \( r = r_1 - 1 \). Let \( e_1, \ldots, e_r \) be a \( \mathbb{Z} \)-basis for \( E_1 \) modulo roots of unity. Then \( e_1, \ldots, e_r \) must be \( \mathbb{Z}_p \)-dependent in \( U_1 \), say

\[
e_1^{a_1} \cdots e_r^{a_r} = 1 \quad (a_i \in \mathbb{Z}_p, \text{ some } a_i \neq 0).
\]

Let \( L \) be the Galois closure of \( K/\mathbb{Q} \). Suppose that \( |x|_{\mathfrak{p}_1} \) and \( |x|_{\mathfrak{p}_2} \) are the absolute values corresponding to primes \( \mathfrak{p}_1 \) and \( \mathfrak{p}_2 \) of \( K \) lying above \( p \). When these absolute values are extended to \( L \) they are related by \( |x|_{\mathfrak{p}_1} = |\sigma x|_{\mathfrak{p}_2} \) for some \( \sigma \in \text{Gal}(L/\mathbb{Q}) \) (in fact, \( \sigma \mathfrak{P}_1 = \mathfrak{P}_2 \), where \( \mathfrak{P}_i \) lies above \( \mathfrak{p}_i \)). Therefore, if

\[
e_1^{a_{1n}} \cdots e_r^{a_{rn}} \to 1 \quad \text{in } K_{\mathfrak{p}_1} \quad \text{(hence in } (L_{\mathfrak{p}_1} \text{)}),}
\]

then

\[
(e_1^\sigma)^{a_{1n}} \cdots (e_r^\sigma)^{a_{rn}} \to 1 \quad \text{in } L_{\mathfrak{p}_2}.
\]

Fix a prime \( \mathfrak{p}_0 \) lying above \( p \) in \( K \) and a prime \( \mathfrak{P}_0 \) lying above \( \mathfrak{p}_0 \) in \( L \). Then

\[
e_1^{a_1} \cdots e_r^{a_r} = 1 \quad \text{in } K_{\mathfrak{p}} \quad \text{for all } \mathfrak{p}
\]

if and only if

\[
(e_1^\sigma)^{a_1} \cdots (e_r^\sigma)^{a_r} = 1 \quad \text{in } L_{\mathfrak{p}_0} \quad \text{for all } \sigma \in \text{Gal}(L/\mathbb{Q})
\]

(does \((e^\sigma)^a = (e^a)^\sigma\) ? No, since \( \sigma \) is not always an automorphism of \( L_{\mathfrak{p}_0}/\mathbb{Q}_p \); it does not necessarily fix \( \mathbb{Q}_p \) if \( p \) splits, so \( \sigma \) does not even make sense as a \( p \)-adic map. It is defined only before embedding in \( L_{\mathfrak{p}_0} \)).

Taking logarithms (we may assume \( L_{\mathfrak{p}_0} \subset \mathbb{C}_p \)), we have

\[
\sum_i a_i \log_p (e_i^\sigma) = 0 \quad \text{for all } \sigma.
\]

Clearly this implies that \( R_p(e_1, \ldots, e_r) = 0 \), hence \( R_p(K) = 0 \).

Conversely, suppose \( R_p(K) = 0 \). Then there exist \( a_i \in L_{\mathfrak{p}_0} \) such that

\[
\sum_i a_i \log_p (e_i^\sigma) = 0 \quad \text{for all } \sigma;
\]

but we want \( a_i \in \mathbb{Z}_p \). We may assume that one of the \( a_i \)'s equals 1. Let \( \tau \in \text{Gal}(L_{\mathfrak{p}_0}/\mathbb{Q}_p) \). Then

\[
\sum_i a_i^\tau \log_p (e_i^\sigma) = 0 \quad \text{for all } \sigma;
\]

since \( \tau \) permutes the \( \sigma \)'s, we have

\[
\sum_i a_i^\tau \log_p (e_i^\sigma) = 0 \quad \text{for all } \sigma.
\]

Letting \( T \) denote the trace from \( L_{\mathfrak{p}_0} \) to \( \mathbb{Q}_p \), we obtain

\[
\sum_i T(a_i) \log_p (e_i^\sigma) = 0 \quad \text{for all } \sigma.
\]
Since one \( a_i = 1 \), at least one of the \( T(a_i) \neq 0 \). Upon clearing denominators we obtain a relation with coefficients in \( \mathbb{Z}_p \). Reversing the steps from the first half, we find that (we now may assume \( a_i \in \mathbb{Z}_p \) for all \( i \))

\[
(e_1^\sigma)^{a_1} \cdots (e_r^\sigma)^{a_r} = \text{ (root of unity) in } L_{\sigma_0}
\]

for all \( \sigma \). If we multiply each \( a_i \) by the same integer, chosen suitably, we may assume the root of unity is 1. Then, continuing backwards through the above, we have \( e_1^\sigma \cdots e_r^\sigma = 1 \) in \( K_p \) for all \( \sigma \), so \( e_1, \ldots, e_r \) are \( \mathbb{Z}_p \)-dependent in \( U_1 \). Since \( \tilde{E}_1 \) is generated (modulo torsion) over \( \mathbb{Z}_p \) by \( e_1, \ldots, e_r \), we must have the \( \mathbb{Z}_p \)-rank of \( \tilde{E}_1 < r = r_1 - 1 \). This completes the proof. 

\[
\square
\]

**Corollary 5.32.** If \( K/\mathbb{Q} \) is abelian then the \( \mathbb{Z}_p \)-rank of \( \tilde{E}_1 \) is \( r_1 + r_2 - 1 \).

**Proof.** If \( K \) is real, use Theorems 5.25 and 5.31. If \( K \) is complex, then the corollary is true for \( K^+ \). Since \( r_1 + r_2 - 1 \) is the same for both fields, the result follows easily. 

\[
\square
\]

### §5.6 Applications of the Class Number Formula

We now use the \( p \)-adic class number formula (Theorem 5.24) to deduce results on class numbers.

**Proposition 5.33.** Suppose \( K \) is a totally real abelian number field. If \( p \) does not divide \( \deg(K/\mathbb{Q}) \), if there is only one prime of \( K \) above \( p \), and if the ramification index of \( p \) is at most \( p - 1 \), then

\[
\left| \frac{R_p(K)}{\sqrt{d(K)}} \right|_p \leq 1.
\]

**Proof.** Let \( K_p \) denote the completion of \( K \) at the prime above \( p \) and let \( \mathcal{O}_p \) be the ring of integers of \( K_p \). By the assumptions on \( p \), \( \deg(K_p/\mathbb{Q}_p) = \deg(K/\mathbb{Q}) \) and also the Galois groups may be identified.

If \( x \in K_p \) and \( |x| < 1 \) then \( |x| \leq p^{-1/(p-1)} \). Therefore (cf. Lemma 5.5)

\[
\log_p(1 + x) = \sum_{n=1}^{\infty} \frac{(-1)^n}{n} \frac{x^n}{n} \in \mathcal{O}_p
\]

since all terms in the sum are in \( \mathcal{O}_p \). It follows easily from the definition of the extension of \( \log_p \) that \( \log_p \epsilon \in \mathcal{O}_p \) for all \( \epsilon \in K_p \).

Let \( \epsilon_1, \ldots, \epsilon_{n-1} \) (\( n = \deg(K/\mathbb{Q}) \)) be a basis for the units of \( K \) modulo \( \{ \pm 1 \} \), and let \( \beta_i = \log_p \epsilon_i, 1 \leq i \leq n - 1 \). Let \( \beta_n = 1 \). Then \( \{ \beta_1, \ldots, \beta_n \} \) generates a \( \mathbb{Z}_p \)-submodule of \( \mathcal{O}_p \). Let \( \{ \alpha_1, \ldots, \alpha_n \} \) be a basis for \( \mathcal{O}_p \) as a \( \mathbb{Z}_p \)-module. Then we can write

\[
\beta_i = \sum_{j=1}^{n} a_{ij} \alpha_j \quad \text{with} \quad a_{ij} \in \mathbb{Z}_p.
\]
Let \( \varepsilon \in \text{Gal}(K_p/\mathbb{Q}_p) \). Then \( \beta_i^\sigma = \sum a_{ij} \alpha_j^\sigma \), so

\[
\det(\beta_i^\sigma)_{i,\sigma} = \det(a_{ij})_{i,j} \det(\alpha_j^\sigma)_{j,\sigma}.
\]

The \( p \)-part of the discriminant of \( K \) is the discriminant of \( K_p/\mathbb{Q}_p \) (there is only one prime above \( p \)), so we have

\[
|\sqrt{d(K)}|_p = |\sqrt{d(K_p)}|_p = |\det(\alpha_j^\sigma)|_p.
\]

Also

\[
\det(\beta_i^\sigma) = \det\left(\begin{array}{ccc}
\cdots & \log_p(\varepsilon_j^\sigma) & \cdots \\
\cdots & 1 & \cdots 
\end{array}\right).
\]

Since \( \sum \log_p(\varepsilon_j^\sigma) = 0 \), we may add all the columns onto the last one to obtain

\[
\det(\beta_i^\sigma) = \deg(K/\mathbb{Q})R_p(K).
\]

Therefore, since \( p \not| \deg(K/\mathbb{Q}) \), we have

\[
\left| \frac{R_p(K)}{\sqrt{d(K)}} \right|_p = \left| \begin{array}{c}
\det(\beta_i^\sigma) \\
\det(\alpha_j^\sigma) 
\end{array} \right|_p = |\det(a_{ij})|_p \leq 1,
\]

because \( a_{ij} \in \mathbb{Z}_p \) for all \( i, j \). This completes the proof.

**Remark.** Actually, the proposition is true in much more generality. Let \( K \) be totally real of degree \( n \) and for each prime \( \mathfrak{p} \) above \( p \) let \( N_{/\mathfrak{p}} \) denote its norm and \( v_{/\mathfrak{p}} \) the number of \( p \)-power roots of unity in \( K_{/\mathfrak{p}} \). Then

\[
\left| \frac{nR_p}{\sqrt{d}} \prod_{\mathfrak{p} \not| p} \frac{1}{(N_{/\mathfrak{p}})(v_{/\mathfrak{p}})} \right|_p \leq 1.
\]

In particular,

\[
\left| \frac{nR_p}{\sqrt{d}} \right|_p \leq 1.
\]

The proof involves an extension of the above ideas (see Coates [7]).

**Theorem 5.34.** If \( p|h^+(\mathbb{Q}(\zeta_p)) \) then \( p|h^-(\mathbb{Q}(\zeta_p)) \). Therefore \( p|h(\mathbb{Q}(\zeta_p)) \Leftrightarrow p \) divides \( B_j \) for some \( j = 2, 4, \ldots, p - 3 \).

**Remark.** At present, there are no known examples where \( p|h^+(\mathbb{Q}(\zeta_p)) \). It is a conjecture of Vandiver that this never happens.

**Proof of Theorem 5.34.** The characters corresponding to \( \mathbb{Q}(\zeta_p)^+ \) are \( 1, \omega^2, \ldots, \omega^{p-3} \). Let \( n = \frac{1}{2}(p - 3) \). Then

\[
\frac{2^{n-1}h^+R_p^+}{\sqrt{d^+}} = \prod_{\text{even } j=2}^{p-3} L_p(1, \omega^j).
\]
Since $\mathbb{Q}(\zeta_p)^+$ satisfies the hypotheses of Proposition 5.33, we have $|R_p^{\pm}/\sqrt{d^{\pm}}| \leq 1$. If $p|h^+$ then $p|L_p(1, \omega^j)$ for some $j = 2, 4, \ldots, p-3$. By Corollary 5.13,

$$0 \equiv L_p(1, \omega^j) \equiv L_p(0, \omega^j) \equiv -(1 - \omega^j^{-1}(p))B_{1, \omega^j-1} = -B_{1, \omega^j-1} \pmod{p}.$$  

Since

$$h^- \equiv \prod_{i=1, i \text{ odd}}^{p-4} \left(-\frac{1}{2}B_{1, \omega^i}\right) \pmod{p}$$

(see the proof of Theorem 5.16), and since all these $B_{1, \omega^i}$ are $p$-integral (Corollary 5.13), we have $p|h^-$, as desired. This completes the proof.  

Later, we shall give another proof of Theorem 5.34 which depends on class field theory but not on $p$-adic $L$-functions.

Before giving more applications, we need to know about logarithms of units.

**Lemma 5.35.** Let $K/\mathbb{Q}$ be an extension of degree $n$, with $n \leq p - 1$. Assume that $p$ is totally ramified: $(p) = \mathfrak{p}^n$. Suppose $\epsilon$ is a unit of $K$ which is congruent to a rational integer modulo $\mathfrak{p}^c$ ($c > 0$). Then $\log_p \epsilon \equiv 0 \pmod{\mathfrak{p}^c}$.

**Proof.** Let $\pi$ generate $\mathfrak{p}$ in $\mathcal{O}_K$, so $\epsilon = a + b\pi^c + \cdots = a(1 + (b/a)\pi^c + \cdots)$ with $a, b, \ldots \in \mathbb{Z}$. Since

$$|\pi^c| = p^{-c/n} \leq p^{-(p-1)/(p-1)},$$

we have $\log_p(1 + (b/a)\pi^c + \cdots) \equiv 0 \pmod{\mathfrak{p}^c}$ by Lemma 5.5. So $\log_p \epsilon \equiv \log_p a$. Let $N$ denote the norm from $K_\mathfrak{p}$ to $\mathbb{Q}_p$ (which may be identified with the norm from $K$ to $\mathbb{Q}$). Then

$$\pm 1 = Ne \equiv Na = a^n \pmod{\mathfrak{p}^c}.$$

Therefore $n \log_p a = \log_p a^n = \log_p(\pm a^n) \equiv 0 \pmod{\mathfrak{p}^c}$. Since $p \nmid n$, the proof is complete.

We are now able to prove a famous result of Kummer which will be useful for treating the second case of Fermat's Last Theorem.

**Theorem 5.36.** Assume $p$ is a regular prime and let $\epsilon$ be a unit of $\mathbb{Q}(\zeta_p)$. If $\epsilon$ is congruent to a rational integer mod $p$ then $\epsilon$ is the $p$th power of a unit of $\mathbb{Q}(\zeta_p)$.

(Note that the congruence is mod $p$, which is much stronger than mod$(1 - \zeta)$, which always holds. Also, the converse of the theorem is true (Lemma 1.8). See also Exercise 8.1.)

**Proof.** We may write $\epsilon = \zeta^a \epsilon_1$ with $\epsilon_1$ real, by Proposition 1.5. Every element of $\mathbb{Z}[\zeta + \zeta^{-1}]$ is congruent mod$(1 - \zeta)(1 - \zeta^{-1}) = 2 - (\zeta + \zeta^{-1})$ to a
rational integer (simply replace $\zeta + \zeta^{-1}$ by 2). Also $\zeta^a = (1 + (\zeta - 1))^a \equiv 1 + a(\zeta - 1)$ mod$(\zeta - 1)^2$. If $\zeta^a \varepsilon_1$ is congruent to a rational integer mod$(\zeta - 1)^2$, we must have $p | a$. Therefore $\varepsilon = \varepsilon_1$ is real.

From now on we work with $K = \mathbb{Q}(\zeta_p)^+$. Let $\mathfrak{p} = ((1 - \zeta)(1 - \zeta^{-1}))$, the prime above $p$. Then $\mathfrak{p}^{(p-1)/2} = (p)$. By Lemma 5.35, $\log_p \varepsilon \equiv 0 \pmod{p}$, so $(1/p) \log_p \varepsilon \in \mathfrak{O}_k$.

Suppose $\varepsilon$ is not a $p$th power. Then we may find (real) units $\varepsilon_2, \ldots, \varepsilon_r$ ($r = (p - 3)/2$) such that the group $E'$ generated by $\pm 1, \varepsilon, \varepsilon_2, \ldots, \varepsilon_r$ is a subgroup of index prime to $p$ in the full group of units $E$ (Proof: Let $\eta_1, \ldots, \eta_r$ be a basis for $E$, so $\varepsilon = \pm \prod \eta_i^{a_i}$ with some $a_i \not\equiv 0 \pmod{p}$, say $i = 1$. Let $\varepsilon_j = \eta_j$ for $j \geq 2$. Then $E'$ has index $\pm a_1 \not\equiv 0 \pmod{p}$.) Therefore

$$|R_p(E')| = |[E : E^+]R_p(K)| = |R_p(K)|.$$  

Let $\beta_1 = (1/p) \log_p \varepsilon_1$, $\beta_i = \log_p \varepsilon_i$, $2 \leq i \leq r$, $\beta_{r+1} = 1$. Then $\beta_1, \ldots, \beta_{r+1}$ generate a $\mathbb{Z}_p$-submodule of $\mathfrak{O}_k$. As in the proof of Proposition 5.33, we have

$$\left| \frac{\det(\beta_j^T)}{\sqrt{d(K)}} \right| \leq 1 \quad \text{and} \quad \det(\beta_j^T) = \frac{1}{p} \cdot \deg(\mathbb{Q}(\zeta_p^+)/\mathbb{Q}) \cdot R_p(E').$$

Therefore

$$\frac{|R_p(K)|}{\sqrt{d}} \leq |p| < 1.$$  

But

$$\frac{2^{\gamma + 1} R_p}{\sqrt{d}} = \prod_{\substack{j=1 \atop j \text{ even}}}^{p-3} L_p(1, \omega^j),$$

so $p$ must divide $L_p(1, \omega^j)$ for some $j$. This contradicts Proposition 5.23. The proof is complete.  

We now give another proof using class field theory. As above, we may assume $\varepsilon$ is real. Raising $\varepsilon$ to the $(p - 1)$st power if necessary, we may assume that $\varepsilon \equiv 1 \pmod{p}$ ($\varepsilon^{p-1}$ is a $p$th power $\iff \varepsilon$ is a $p$th power). Let $\pi = \zeta_p - 1$. Note that $\pi^{p-1}/p$ is a unit of $\mathbb{Z}[\zeta]$ and that every element of $\mathbb{Z}[\zeta]$ is congruent to a rational integer modulo $\pi$. We may write

$$\varepsilon = 1 + pa + p\pi y \quad \text{with} \quad y \in \mathbb{Z}[\zeta] \quad \text{and} \quad a \in \mathbb{Z}.$$  

Then

$$1 = N_{\mathfrak{O}(\zeta)/\mathbb{Q}}(\varepsilon) \equiv (1 + pa)^{p-1} \equiv 1 + (p - 1)pa \equiv 1 - pa \pmod{p\pi},$$

so $\pi | a$ and $\varepsilon \equiv 1 \pmod{p\pi}$. Since $\varepsilon - 1$ is real, $v_p(\varepsilon - 1)$ is a multiple of $2/(p - 1)(\varepsilon = 1/e$ for $\mathbb{Q}(\zeta_p^+)$). Therefore

$$v_p(\varepsilon - 1) \geq 1 + 2 \frac{2}{p - 1}, \quad \text{or} \quad \varepsilon \equiv 1 \pmod{p\pi^2} \quad \text{(or mod $\pi^{p+1}$).}$$
Consider the polynomial
\[ f(X) = \frac{(\pi X - 1)^p + e}{\pi^p}. \]
Clearly \( f(X) \) is monic and since \( e \equiv 1 \mod \pi^{p+1} \), the constant term is in \( \mathbb{Z}[\zeta] \). But \( p | (j) \) for \( 1 \leq j \leq p - 1 \), so the other coefficients are also in \( \mathbb{Z}[\zeta] \). Since \( f(0) = (-1 + e)/\pi^p \equiv 0 \mod \pi \) and \( f'(0) = p/\pi^{p-1} \neq 0 \mod \pi \), Hensel's Lemma implies that \( f(X) = 0 \) has a solution in the completion \( \mathbb{Z}[\zeta] \). It follows that \( \epsilon^{1/p} \in \mathbb{Z}_p[\zeta] \) (alternatively, since \( e \equiv 1 \mod \pi^{p+1} \), we find that \( \exp((1/p) \log_p e) \) converges, and its \( p \)th power is \( e \)).

Suppose now that \( e \) is not a \( p \)th power. Then \( \mathbb{Q}(\zeta_p, \epsilon^{1/p}) = \mathbb{Q}(\zeta_p) \) is a non-trivial abelian extension of degree \( p \). Since \( \epsilon^{1/p} \in \mathbb{Q}_p(\zeta_p) \), the prime \( (\pi) \) splits completely; in particular, it does not ramify. The archimedean primes are all complex, so cannot ramify. Let \( g(X) = X^p - e \). The relative discriminant divides \( N(g'(\epsilon^{1/p})) = N(p\epsilon^{p-1}/p) = (\pi^{p-1})^p \), where \( N \) is the relative ideal norm. Therefore the primes other than \( (\pi) \) are also unramified. The extension is therefore unramified everywhere. By class field theory, the degree of the maximal unramified abelian extension equals the class number. Consequently, \( p \) divides \( h(\mathbb{Q}(\zeta_p)) \), which contradicts the assumption that \( p \) is regular. Therefore \( e \) is a \( p \)th power, and the proof is complete. \( \square \)

We conclude this chapter with two results on quadratic fields.

**Theorem 5.37** (Ankeny–Artin–Chowla). Let \( p \equiv 1 \mod 4 \) and let \( h \) and \( \epsilon = (t + u\sqrt{p})/2 > 1 \) be the class number and fundamental unit for \( \mathbb{Q}(\sqrt{p}) \). Then
\[ \frac{u}{t} \equiv B_{(p-1)/2} \mod p. \]

**Proof.** Until now we have been able to ignore the ambiguity in sign for the \( p \)-adic regulator. But now we are forced to choose signs.

From the classical class number formula for \( \mathbb{Q}(\sqrt{p}) \), we have (Exercise 4.6)
\[ \epsilon^{-2h} = \prod_{a=1}^{p-1} (1 - \zeta_p^a \chi(a)), \]
where \( \zeta_p = e^{2\pi i/p} \) and \( \chi \) is the character for \( \mathbb{Q}(\sqrt{p}) \). We also have the Gauss sum \( \tau(\chi) = \sum \chi(a)\zeta_p^a = \sqrt{p} \). Note that if we had chosen a different \( p \)th root of unity for \( \zeta_p \), we could have had \( \tau(\chi) = -\sqrt{p} \), and also \( \epsilon^{+2h} \) could have appeared on the left-hand side of the above formula. We also made the choice \( \epsilon > 1 \). However, in the \( p \)-adics, there is no canonical way to choose \( \zeta_p, \sqrt{p}, \) and \( \epsilon \). But we can choose them so that the above relation holds and also \( \tau(\chi) = \sqrt{p} \): Fix an embedding of \( \mathbb{Q} \) into \( \mathbb{C}_p \) (note that since \( \chi(a) = \pm 1 \) or 0,
everything is algebraic). Since the above is an equality in \( \mathbb{Q} \), it holds in \( \mathbb{C}_p \). Now take \( p \)-adic logarithms:

\[
2h \log_p \epsilon = - \sum_{a=1}^{p-1} \chi(a) \log_p (1 - \zeta_p^a)
\]

\[
= - \frac{\tau(\chi)\sqrt{p}}{p} \sum \chi(a) \log_p (1 - \zeta_p^a)
\]

\[
= \sqrt{p} \left( 1 - \frac{\chi(p)}{p} \right)^{-1} L_p(1, \chi)
\]

\[
= \sqrt{p} L_p(1, \chi).
\]

Therefore

\[
\frac{2h \log_p \epsilon}{\sqrt{p}} = L_p(1, \chi),
\]

which is the class number formula with no ambiguity of sign. Clearly \( \chi = \omega^{(p-1)/2} \) since \( \chi \) is quadratic of conductor \( p \). By Corollary 5.13,

\[
L_p(1, \chi) \equiv L_p \left( 1 - \frac{p - 1}{2}, \chi \right)
\]

\[
= -(1 - p^{(p-1)/2}) \frac{B_{(p-1)/2}}{(p - 1)/2}
\]

\[
\equiv 2B_{(p-1)/2} \pmod{p}.
\]

But (cf. Exercise 5.15)

\[
\log_p \epsilon = \log_p \left( \frac{t}{2} \right) + \log_p \left( 1 + \frac{u}{t} \sqrt{p} \right)
\]

\[
\equiv 0 + \frac{u}{t} \sqrt{p} \pmod{p}.
\]

Therefore

\[
\frac{hu}{t} \equiv B_{(p-1)/2} \pmod{\sqrt{p}},
\]

but since both sides are rational, the congruence actually holds \( \pmod{p} \). This completes the proof. \(\square\)

Since it can be shown that \( h < \sqrt{p} \), this congruence actually determines \( h \) if \( u \not\equiv 0 \pmod{p} \), or equivalently if \( p \) does not divide \( B_{(p-1)/2} \) (note \( p \not\mid t \) since \( \sqrt{p} \not\mid \epsilon \)). For \( p < 6,270,713 \), no examples of \( u \equiv 0 \) are known (Beach, Williams and Zarnke [1]). However, if we assume \( B_{(p-1)/2} \) to be random
mod $p$ (but see Exercise 5.9), then the number of $p \leq x$ with $p | B_{(p-1)/2}$ (and $p \equiv 1 \pmod{4}$) should be
\[
\sum_{\substack{p \leq x \\ p \equiv 1(4)}} \frac{1}{p} \sim \frac{1}{2} \log \log x;
\]
so up to 6,270,713 one would expect only around one or two examples. Therefore the fact that none exist should not be considered decisive.

**Proposition 5.38.** Let $m \geq 1$ be squarefree and assume 3 does not split completely in $\mathbb{Q}(\sqrt{-m})$. If 3 divides the class number of $\mathbb{Q}(\sqrt{3m})$ then 3 divides the class number of $\mathbb{Q}(\sqrt{-m})$ (we allow $3 | m$, in which case $\mathbb{Q}(\sqrt{3m}) = \mathbb{Q}(\sqrt{m/3})$).

**Remark.** The result is also true if 3 splits, but our proof does not work. Later we shall prove the following more precise result, due to Scholz: Let $r$ and $s$ be the 3-ranks of the ideal class groups of $\mathbb{Q}(\sqrt{3m})$ and $\mathbb{Q}(\sqrt{-m})$, respectively. Then $r + 1 \geq s \geq r$. Whether $s = r$ or $r + 1$ depends partly on the units of $\mathbb{Q}(\sqrt{3m})$. That the units could have an effect can be seen in the present proof.

If $m = 3387$ then the class number of $\mathbb{Q}(\sqrt{3m}) = \mathbb{Q}(\sqrt{1129})$ is 9, but the class number of $\mathbb{Q}(\sqrt{-3387})$ is 12. Therefore we cannot replace 3 by 9 in the proposition.

**Proof of Proposition 5.38.** We may assume $m \geq 3$ since the proposition is vacuously true for $m < 3$. Let $\chi$ be the character for $\mathbb{Q}(\sqrt{-m})$. Then $\chi(\omega) = \chi(\omega_3)$ is the character for $\mathbb{Q}(\sqrt{3m})$. Let $\varepsilon$, $h$, and $D$ be the fundamental unit, class number, and discriminant for $\mathbb{Q}(\sqrt{3m})$. As in the proof of Theorem 5.37, or by the class number formula since we need not worry about signs here, we obtain
\[
\left(1 - \frac{\chi(\omega_3)}{3}\right) \frac{2h \log_3 \varepsilon}{\sqrt{D}} = L_3(1, \chi) \equiv L_3(0, \chi) = -(1 - \chi(3))B_{1, \chi} \pmod{3}.
\]

If $3 \nmid m$ then $3 | D$. As in the previous proof, or by Proposition 5.33, we have $|\log_3 \varepsilon/\sqrt{D}| \leq 1$. Also in this case $\chi(\omega_3) = 0$, so the Euler factor disappears. If $3 | m$ then $3 \nmid D$, so $\chi(\omega_3) \neq 0$. Therefore the Euler factor contributes a 3 to the denominator. But $|\log_3 \varepsilon| < 1$ so $\log_3 \varepsilon \equiv 0 \pmod{3}$ (since $\mathbb{Q}(\varepsilon)/\mathbb{Q}_3$ is unramified, 3 generates the maximal ideal). This cancels the denominator. Consequently, in both cases the right-hand side is $h$ times something integral.

If $3 | h$, we therefore find that 3 divides $(1 - \chi(3))B_{1, \chi}$ (note that if $\log_3 \varepsilon \equiv 0 \pmod{9}$ then we do not need $3 | h$). Since we have assumed 3 does not split in $\mathbb{Q}(\sqrt{-m})$, $\chi(3) \neq 1$. Therefore 3 divides $-B_{1, \chi} = h(\mathbb{Q}(\sqrt{-m})$. This completes the proof. □
The general philosophy to be learned from the proofs of Theorem 5.34 and Proposition 5.38 is that the \( p \)-adic \( L \)-functions at \( s = 1 \) contain information about units and class numbers for real fields, while at \( s = 0 \) they contain information about relative class numbers. Since we have congruences between these values, we can obtain results as above. However, the character \( \omega \) appears, so it is helpful to have \( \mathbb{Q}(\zeta_p) \) nearby, either explicitly, as in Theorem 5.34, or implicitly, as in Proposition 5.38. All this will be made more precise later, when we discuss reflection theorems.

**NOTES**

For more on \( p \)-adic analysis, see Amice [1], Iwasawa [23], Koblitz [1], or Mahler [1]. A simple proof of Mahler’s theorem is in Lang [4]. A version of the \( p \)-adic logarithm and exponential appeared in the work of Eisenstein [1] and of Kummer [3].

The construction of \( p \)-adic \( L \)-functions given above and the analogy with the values at positive integers is from Washington [2]. Other constructions can be found, for example, in Kubota-Leopoldt [1] (= the original construction), Amice-Fresnel [1], Coates [7], Fresnel [1], Iwasawa [18], [23], Serre [2], and Lang [4]. For other treatments of the positive integers, see Diamond [3], Hatada [1], Shiratani [5], and Koblitz [3].

\( p \)-adic \( L \)-functions have been constructed for all totally real fields by Barsky [4], Cassou-Noguès [4], and Deligne–Ribet [1]. See also Katz [7].

For \( p \)-adic \( L \)-functions in other settings, see Amice-Vélu [1], Cassou-Noguès [6], Coates-Wiles [4], Lichtenbaum [4], Manin [2], [3], [4], Manin-Višik [1], Višik [2], Mazur-Swinnerton-Dyer [1], and several of the papers of Katz.

For work on the zeros of \( p \)-adic \( L \)-functions, see Barsky [6], Sunseri [1], Wagstaff [2], and Washington [12].

For information about the behavior of \( p \)-adic \( L \)-functions at \( s = 0 \), see Federer-Gross [1], Gross [2], Ferrero-Greenberg [1], Lang [5], and Koblitz [4]. The last three give the relationship with the \( p \)-adic \( \Gamma \)-function (Morita [1]).

Theorem 5.16 is due to Kummer. For generalizations, see Adachi [1], R. Greenberg [3], and Kudo [3].

Theorem 5.17 has been generalized: for any \( N > 2 \) and for any proper subgroup \( H \) of \((\mathbb{Z}/N\mathbb{Z})^\times\), there are infinitely many irregular primes not in \( H \). See Metsänkylä [9]. The probability arguments seem to have originated with Lehmer [1] and Siegel [1].

The calculation of \( L_p(1, \chi) \) given above is partly from Washington [6], which is based on ideas of Kummer, and partly from a modification of Washington [4], which is based on the proof of Leopoldt [10] (see also Iwasawa [23]). Other methods may be found in Amice-Fresnel [1], Koblitz [3], [4], and Shiratani [3].
It is possible to determine the sign of $R_p / \sqrt{d}$ canonically: choose orderings in the determinants for $R$ and $\sqrt{d}$ so that the archimedean $R / \sqrt{d}$ is positive. Then use the same orderings in the $p$-adic case. This gives the correct sign in the class number formula. See Amice–Fresnel [1].

Leopoldt’s conjecture is from Leopoldt [9]. The reduction of the conjecture to the $p$-adic version of Baker’s theorem (proved by Brumer) is due to Ax. For other work on the conjecture, see Bertrandias–Payan [1], Gillard [3], G. Gras [1], Serre [3], and Waldschmidt [1]. The last paper shows that the $\mathbb{Z}_p$-rank of the units is always at least half of the $\mathbb{Z}$-rank. There have been occasional papers claiming to prove Leopoldt’s conjecture, but they all appear to be incorrect.

Some of the congruences of Ankeny–Artin–Chowla [1] were also discovered by Kiselev [1].

**Exercises**

5.1. Let $K$ be a finite extension of $\mathbb{Q}_p$ of degree $n$. Show that there is a constant $C$ depending on $n$, but not on $K$, such that $|\log_p x| \leq C$ for all $x \in K$.

5.2. Show that $\log_p : \mathbb{C}_p \to \mathbb{C}_p$ is surjective.

5.3. Let $K$ be a number field and let $S$ be a finite set of places of $K$ including the archimedean places. An $S$-unit $x \in K$ is an element satisfying $|x|_v = 1$ for all places $v \notin S$. Show that if $S$ is sufficiently large then Leopoldt’s Conjecture is not true for $S$-units; namely $\mathbb{Z}_p$-rank $< \mathbb{Z}$-rank $= \# (S)$.

5.4. Show that

$$L_p(1, \chi) = \frac{1}{F} \sum_{a \in \mathbb{Z}_p \setminus \{0\}} \chi(a) \left( -\log_p (a) + \sum_{j=1}^{\infty} \frac{B_j}{j} \left( \frac{-F}{a} \right)^j \right)$$

(this does not appear to be an easy way to transform this expression into that of Theorem 5.18).

5.5. Let $K$ be an abelian field with $X$ its group of Dirichlet characters. Let

$$\zeta_{K,\chi}(s) = \prod_{\chi \in X} L_p(s, \chi).$$

Show that $\zeta_{K,\chi}(1 - n) = \zeta_K(1 - n) \prod_{\chi \neq \chi_0} (1 - \chi(p)p^{n-1})$ if $n > 0, n \equiv 0 \pmod{p-1}$. Show that $\zeta_{K,\chi}(s)$ vanishes identically if $K$ is complex.

5.6. Let $i$ be even, $0 < i < p - 1$. Let $u_i$ be the smallest integer $u \geq 0$ such that $B_{ip^i} \neq 0 \pmod{p^{3i+1}}$. Show that $u_i = v_p(L_p(1, \omega^i))$. (Hint: Theorem 5.12.)

5.7. Let $\varepsilon$ be a unit of $\mathbb{Q}(\zeta_p)$. Show that if $\varepsilon$ is congruent to a rational integer modulo a sufficiently large power of $p$ then $\varepsilon$ is a $p$th power (this result will be refined in Chapter 8).

5.8. (Ankeny–Artin–Chowla). Let $m > 1$ be square-free, $m \equiv 1 \pmod{3}$. Let $(t + u\sqrt{3m})/2$ be the fundamental unit for $\mathbb{Q}(\sqrt{3m})$. Show that $h(\mathbb{Q}(\sqrt{-m})) \equiv -(u/t)h(\mathbb{Q}(\sqrt{3m})) \pmod{3}$. (Be careful: it is necessary to expand $\log_3$ to the third term.)
5.9. Let \( p \equiv 3 \mod 4 \). Use the Brauer–Siegel theorem to show that \( \log h(\mathbb{Q}(\sqrt{-p})) \sim \log p \). Conclude that \( p \nmid B_{p+1/2} \) for all sufficiently large \( p \). Also, show that if \( b \equiv B_{p+1/2} \mod p \), \( 0 < b < p \), then \( b/p \to 0 \) as \( p \to \infty \). Therefore \( B_{p+1/2} \) is not “random” \( \mod p \). (Actually, \( h < \sqrt{p} \log p \), hence \( p \nmid B_{p+1/2} \), for all \( p \equiv 3 \mod 4 \)).

5.10. (J. C. Adams) Show that if \( (p-1) \nmid i \) but \( p^a \mid i \), then \( p^a \mid B_i \).

5.11. (a) Show that \( L_p(s, 1) = (1 - (1/p))(s - 1)^{-1} + a_0 + a_1(s - 1) + \cdots \) where \( a_i \in \mathbb{Z}_p \) for \( i \geq 0 \).
(b) (Carlitz) Show that if \( p^a(p-1) \mid i \), then \( p^a \mid (B_i + 1/p - 1) \).

5.12. Let \( K = \mathbb{Q}(\alpha) \), where \( \alpha^2 = 2 \). The fundamental unit is \( \alpha - 1 \). Let \( \phi_i : K \to \mathbb{C}_p, \) \( i = 1, 2, 3 \), be the embeddings of \( K \) into \( \mathbb{C}_p \). Show that for any \( i \) we may choose the embedding \( \mathbb{C}_p \to \mathbb{C} \) so that \( \phi_i \) is real and the other two embeddings are complex. We therefore have three possible regulators: \( R_1, R_2, R_3 \). Show that if \( i \neq j \) then \( R_i/R_j \) is transcendental (use Theorem 5.29).

5.13. Use Theorem 4.12 to show that if \( K \) is a CM-field then the \( p \)-adic regulator is independent of the choice of labelings of the embeddings of \( K \) in \( \mathbb{C}_p \).

5.14. Let \( \pi = \zeta_p - 1 \). Suppose \( \epsilon \) is a unit of \( \mathbb{Z}[(\zeta_p)] \) such that \( \epsilon \equiv a + b\pi^c \mod \pi^{c+1} \) with \( a, b \in \mathbb{Z}, p \nmid ab \), and \( c \geq 2 \). Show that if \( c/(p-1) \notin \mathbb{Z} \) then \( \nu_p(\log \epsilon) = c/(p - 1) \). In fact, show that \( \log_p \epsilon \equiv (b/a)\pi^c \mod \pi^{c+1} \). (Hint: look at the proof of Lemma 5.35.)

5.15. (a) Show that if \( r \in \mathbb{Q} \) then \( \log_p r \equiv 0 \mod p \).
(b) Let \( \pi = \zeta_p - 1 \), and let \( \alpha \in \mathbb{Q}(\zeta_p) \). Show that \( \alpha^{p-1} = rst \), where \( r \in \mathbb{Q} \) (possibly divisible by \( p \)), \( s \) is a root of unity, and \( t \equiv 1 \mod \pi^2 \).
(c) Let \( \alpha \in \mathbb{Q}(\zeta_p) \). Show that \( \log_p \alpha \equiv 0 \mod \pi^2 \).

5.16. (a) Let \( \chi \) be an even Dirichlet character. Show that \( L_p(s, \chi) = 0 \) if and only if \( \chi(-1)^{1-p} = 1 \).
(b) Show that there exist quadratic odd characters \( \chi_1 \) and \( \chi_2 \) with \( \chi_1(p) = 1 \) and \( \chi_2(p) = -1 \). (Hint: Quadratic reciprocity plus Dirichlet’s theorem.)
(c) The classical complex \( L \)-functions for even characters satisfy a functional equation of the form \( f(s)L(s, \chi) = h_\chi(s)g(s)L(1 - s, \bar{\chi}) \), where \( f \) and \( g \) are analytic and independent of \( \chi \), while \( h_\chi(s) \) may depend on \( \chi \) but is nonvanishing. Show that there is no such functional equation for \( p \)-adic \( L \)-functions (of course, we do not allow \( f \) and \( g \) to be identically zero).
Chapter 6

Stickelberger’s Theorem

The aim of this chapter is to give, for any abelian number field, elements of the group ring of the Galois group which annihilate the ideal class group. They will form the Stickelberger ideal. The proof involves factoring Gauss sums as products of prime ideals, and since Gauss sums generate principal ideals, we obtain relations in the ideal class group. As an application, we prove Herbrand’s theorem which relates the nontriviality of certain parts of the ideal class group of \( \mathbb{Q}(\zeta_p) \) to \( p \) dividing corresponding Bernoulli numbers. Then we calculate the index of the Stickelberger ideal in the group ring for \( \mathbb{Q}(\zeta_{p^n}) \) and find it equals the relative class number. Finally, we prove a result, essentially due to Eichler, on the first case of Fermat’s Last theorem. In the next chapter we shall use Stickelberger elements to give Iwasawa’s construction of \( p \)-adic \( L \)-functions.

§6.1 Gauss Sums

In order to prove Stickelberger’s theorem, we need to study Gauss sums, which are also interesting in their own right. The Gauss sums used here are not the same as those used earlier, but there are many similarities.

Let \( \mathbb{F} = \mathbb{F}_q \) be the finite field with \( q \) elements, \( q \) being a power of the prime \( p \). Let \( \zeta_p \) be a fixed primitive \( p \)th root of unity and let \( T \) be the trace from \( \mathbb{F} \) to \( \mathbb{Z}/p\mathbb{Z} \). Define

\[
\psi: \mathbb{F} \rightarrow \mathbb{C}^\times, \quad \psi(x) = \zeta_p^{T(x)},
\]

which is easily seen to be a well-defined, nontrivial (\( T \) is surjective) character of the additive group of \( \mathbb{F} \). Let

\[
\chi: \mathbb{F}^\times \rightarrow \mathbb{C}^\times
\]
be a multiplicative character of $\mathbb{F}^\times$. We extend $\chi$ to all of $\mathbb{F}$ by setting $\chi(0) = 0$ (even if $\chi$ is the trivial character). Note that $\chi^{-1}$ is the trivial character, so the order of $\chi$ is prime to $p$. If $q \neq p$, such characters are not the Dirichlet characters studied earlier. The concept of conductor will not enter into the present discussion.

Define the Gauss sum

$$g(\chi) = -\sum_{a \in \mathbb{F}} \chi(a)\psi(a)$$

If $\chi$ has order $m$, then $g(\chi) \in \mathbb{Q}(\zeta_{mp})$. A quick calculation shows that $g(1) = 1$.

Lemma 6.1. (a) $g(\bar{\chi}) = \chi(-1)\overline{g(\chi)}$;
(b) if $\chi \neq 1$, $g(\chi)g(\bar{\chi}) = \chi(-1)q$;
(c) if $\chi \neq 1$, $g(\chi)g(\bar{\chi}) = q$.

Proof. (a) is straightforward. (b) follows from (a) and (c). For (c),

$$g(\chi)g(\bar{\chi}) = \sum_{a, b \neq 0} \chi(ab^{-1})\psi(a - b)$$

$$= \sum_{b, c \neq 0} \chi(c)\psi(bc - b) \quad \text{(let } c = ab^{-1})$$

$$= \sum_{b \neq 0} \chi(1)\psi(0) + \sum_{c \neq 0, 1} \chi(c)\sum_{b \neq 0} \psi(b(c - 1))$$

$$= (q - 1) + \sum_{c \neq 0, 1} \chi(c)(-1) = q.$$ 

This completes the proof.

If $\chi_1, \chi_2$ are two multiplicative characters, we define the Jacobi sum

$$J(\chi_1, \chi_2) = -\sum_{a \in \mathbb{F}} \chi_1(a)\chi_2(1 - a).$$

More generally, we have

$$J(\chi_1, \ldots, \chi_n) = -\sum_{a_1 + \cdots + a_n = 1} \chi_1(a_1)\cdots\chi_n(a_n),$$

but we do not need this for $n > 2$. Note that if $\chi_1$ and $\chi_2$ have orders dividing $m$ then $J(\chi_1, \chi_2)$ is an algebraic integer in $\mathbb{Q}(\zeta_m)$.

Lemma 6.2. (a) $J(1, 1) = 2 - q$;
(b) $J(1, \chi) = J(\chi, 1) = 1$ if $\chi \neq 1$;
(c) $J(\chi, \bar{\chi}) = \chi(-1)$ if $\chi \neq 1$;
(d) $J(\chi_1, \chi_2) = g(\chi_1)g(\chi_2)/g(\chi_1\chi_2)$ if $\chi_1 \neq 1, \chi_2 \neq 1$, and $\chi_1\chi_2 \neq 1$. 

Proof. (a) and (b) are easy. To prove (c) and (d), we compute
\[ g(\chi_1)g(\chi_2) = \sum_{a, b} \chi_1(a)\chi_2(b)\psi(a + b) \]
\[ = \sum_{a, b} \chi_1(a)\chi_2(b - a)\psi(b) \]
\[ = \sum_{a, b} \chi_1(a)\chi_2(b - a)\psi(b) + \sum_{a} \chi_1(a)\chi_2(-a). \]
If \( \chi_1\chi_2 \neq 1 \), then the second sum vanishes. If \( \chi_1\chi_2 = 1 \), then it equals \( \chi_1(-1)(q - 1) \). The first sum equals (let \( a = bc \))
\[ \sum_{b, c} \chi_1(b)\chi_2(b)\chi_1(c)\chi_2(1 - c)\psi(b) = g(\chi_1\chi_2)J(\chi_1, \chi_2). \]
If \( \chi_1\chi_2 \neq 1 \), we obtain (d). If \( \chi_1\chi_2 = 1 \), use Lemma 6.1(b), along with \( g(1) = 1 \), to obtain (c). This completes the proof.

Corollary 6.3. If \( \chi_1, \chi_2 \) are characters of orders dividing \( m \), then
\[ \frac{g(\chi_1)g(\chi_2)}{g(\chi_1\chi_2)} \]
is an algebraic integer in \( \mathbb{Q}(\zeta_m) \).

Proof. If \( \chi_1, \chi_2, \) and \( \chi_1\chi_2 \) are nontrivial, use the above result. The remaining cases are quickly checked individually.

The significance of this result is twofold: not only is the expression integral, it also eliminates \( \zeta_p \). This will be useful later.

Let \( m \) be an integer with \( (m, p) = 1 \). Then the fields \( \mathbb{Q}(\zeta_m) \) and \( \mathbb{Q}(\zeta_p) \) are disjoint. Let \( (b, m) = 1 \). We may define \( \sigma_b \in \text{Gal}(\mathbb{Q}(\zeta_m, \zeta_p)/\mathbb{Q}) \) by
\[ \sigma_b: \zeta_p \mapsto \zeta_p, \zeta_m \mapsto \zeta_m^b. \]
(perhaps it would be better to use double indices and call this \( \sigma_{1, b} \), but usually \( \zeta_p \) will drop out early, leaving only \( \zeta_m \)).

Lemma 6.4. Assume \( \chi^m \) is trivial. Then
\[ \frac{g(\chi)^b}{g(\chi)^{\sigma_b}} = g(\chi)^{b - \sigma_b} \in \mathbb{Q}(\zeta_m), \]
and \( g(\chi)^m \in \mathbb{Q}(\zeta_m) \).
PROOF. The second follows from the first if we let $b = 1 + m$. For the first, we have

$$g(\chi)^{\sigma_b} = -\sum \chi(a)^{b} \psi(a) = g(\chi^b).$$

Let $\tau \in \text{Gal}(\mathbb{Q}(\zeta_{mp})/\mathbb{Q}(\zeta_m))$, so $\tau: \zeta_m \mapsto \zeta_m, \zeta_p \mapsto \zeta_p^c$ for some $c$, $(c, p) = 1$. Then

$$g(\chi)^{\tau} = -\sum \chi(a) \psi(ca) = -\chi(c)^{-1} \sum \chi(a) \psi(a) = \chi(c)^{-1} g(\chi),$$

and similarly

$$g(\chi^b)^{\tau} = \chi(c)^{-b} g(\chi^b).$$

Therefore $\tau$ fixes $g(\chi)^{b - \sigma b}$. The result follows. \qed

**Lemma 6.5.** $g(\chi^p) = g(\chi)$.

**Proof.** Since $a \mapsto a^p$ is an automorphism over $\mathbb{Z}/p\mathbb{Z}$, $T(a) = T(a^p)$, and $a^p$ yields a permutation of $\mathbb{F}$. Therefore

$$g(\chi^p) = -\sum \chi(a^p)^{T(a)} \zeta_p^T(a) = -\sum \chi(a)^{T(a^p)} = g(\chi).$$

This completes our list of basic properties of Gauss sums. We now digress to give an application to the Fermat curve.

We wish to count the number of solutions of

$$X^d + Y^d = 1, \quad \text{with } X, Y \in \mathbb{F}_q.$$

As is usually the case, it is more natural to count points in projective space. That is, we consider solutions, except $(0, 0, 0)$, of

$$X^d + Y^d = Z^d,$$

and identify two solutions if they differ by a scalar multiple. If $Z \neq 0$, we may identify $(X, Y, Z)$ with $(X/Z, Y/Z, 1)$ and obtain a solution of the original equation. But if $Z = 0$, we obtain the “points at infinity” $(X/0 = \infty)$, which correspond to solutions of $X^d + Y^d = 0$. Since we do not count $(0, 0, 0)$, we must have $Y \neq 0$, so any solution $(X, Y, 0)$ may be put in the form $(X/Y, 1, 0)$. The number of points at infinity is exactly the number of solutions in $\mathbb{F}_q$ of $X^d = -1$.

Despite all this, we shall start by counting the solutions of $X^d + Y^d = 1$, and make the correction later. We first assume $d$ divides $q - 1$. Since $\mathbb{F}_q^\times$ is cyclic of order $q - 1$, there exists a character $\chi$ of $\mathbb{F}_q^\times$ of order exactly $d$. The cyclicity implies that $\chi(u) = 1$ if and only if $u \in \mathbb{F}_q^\times$ is a $d$th power. For $u \in \mathbb{F}_q^\times$, let $N_d(u)$ be the number of solutions in $\mathbb{F}_q$ of $X^d = u$, so

$$N_d(u) = \begin{cases} 1, & u = 0 \\ 0, & u \neq 0, u \neq d \text{th power} \\ d, & u \neq 0, u = d \text{th power (since } d | q - 1). \end{cases}$$
It follows easily that
\[ N_d(u) = \sum_{a=1}^{d} \chi^a(u) \quad \text{if } u \neq 0. \]

Therefore, the number of solutions of \( X^d + Y^d = 1 \) is
\[ \sum_{u+v=1 \atop uv \neq 0} N_d(u)N_d(v) + 2d \]
(the second term corresponds to \( X = 0 \) or \( Y = 0 \))
\[ = 2d + \sum_{u \neq 0} \sum_{a=1}^{d} \sum_{b=1}^{d} \chi^a(u)\chi^b(1 - u) = 2d - \sum_{a=1 \atop b=1}^{d} \sum_{a \neq b}^{d} J(\chi^a, \chi^b). \]

From Lemma 6.2 we see that the term \( a = b = d \) contributes \( 2 - q \); the terms with either \( a = d \) or \( b = d \), but not both, contribute a total of \( 2(d - 1) \); those with \( a + b = d \) yield \( \sum_{a=1}^{d-1} \chi^a(-1) = N_d(-1) - 1 \); and the remaining terms can be expressed in terms of Gauss sums via Lemma 6.2(d).

Using the fact that \( N_d(-1) \) is the number of points at infinity, we find that the number of solutions of \( X^d + Y^d = Z^d \) in projective space is
\[ q + 1 - \sum_{a,b=1 \atop a+b \neq d}^{d-1} J(\chi^a, \chi^b). \]

Since \( |g(\chi)| = \sqrt{q} \) if \( \chi \neq 1 \), we have, using Lemma 6.2(d), that
\[ |\sum J(\chi^a, \chi^b)| \leq (d - 1)(d - 2)\sqrt{q}. \]

If \( \bar{N} \) denotes the number of solutions,
\[ |\bar{N} - (q + 1)| \leq (d - 1)(d - 2)\sqrt{q}. \]

This is a special case of a more general result which states that for a curve of genus \( g \) we have
\[ |\bar{N} - (q + 1)| \leq 2g\sqrt{q}. \]

Note that \( q + 1 \) is the number of points on a line \( aX + bY = cZ \), so the number of points on a curve is approximately the same as for a line, the possible error being bounded in terms of the genus.

Now assume \( d \) is arbitrary, so we do not necessarily have \( d|q - 1 \). Let \( e = (d, q - 1) \). Then \( N_d(u) = N_e(u) \), so
\[ \bar{N} = \# \{ X^d + Y^d = Z^d | (X, Y, Z) \neq (0, 0, 0) \}/(q - 1) \]
\[ = \sum_{u+v=w} N_d(u)N_d(v)N_d(w)/(q - 1) \]
\[ = \# \{ X^e + Y^e = Z^e | (X, Y, Z) \neq (0, 0, 0) \}/(q - 1). \]
Since \( e \) divides \( q - 1 \), we have
\[
|\overline{N} - (q + 1)| \leq (e - 1)(e - 2)\sqrt{q} \leq (d - 1)(d - 2)\sqrt{q},
\]
so we have proved the following.

**Proposition 6.6.** Let \( \overline{N} \) denote the number of projective space solutions of
\[
X^d + Y^d = Z^d
\]
in \( \mathbb{F}_q \). Then
\[
|\overline{N} - (q + 1)| \leq (d - 1)(d - 2)\sqrt{q}. \quad \square
\]

**Corollary 6.7.** For any given \( d \), \( X^d + Y^d \equiv 1 \pmod{p} \) has solutions with \( XY \neq 0 \pmod{p} \), for all sufficiently large \( p \).

**Proof.** From the above, the number of points at infinity is \( N_d(-1) \) (or \( N_e(-1) \)), which is at most \( d \). The number of solutions with \( X \equiv 0 \) or \( Y \equiv 0 \) is at most \( 2d \). Therefore we have a nontrivial solution as soon as \( \overline{N} > 3d \).

Since \( \overline{N} - p = 0(\sqrt{p}) \), the result follows. \quad \square

This corollary shows that it would be difficult to prove Fermat’s Last Theorem using only congruences.

To finish this digression we show that Proposition 6.6 is essentially the Riemann hypothesis for the Fermat curve. Fix \( d \) and \( p \) and let \( \overline{N}_n \) be the number of solutions of \( X^d + Y^d = Z^d \) in projective space over \( \mathbb{F}_{p^n} \). The zeta function \( \zeta_d(s) \) of the curve may be defined as follows:

Define \( Z(T) \) by
\[
\frac{Z'(T)}{Z(T)} = \sum_{n=1}^{\infty} \overline{N}_n T^{n-1}, \quad Z(0) = 1.
\]

Then
\[
\zeta_d(s) = Z(p^{-s}).
\]

This function satisfies many properties similar to those for Dedekind zeta functions: for example, there is an Euler product, and also there is a functional equation relating the values at \( s \) and \( 1 - s \). It can be shown that \( Z(T) \) is a rational function of the form
\[
Z(T) = \frac{P(T)}{(1 - T)(1 - pT)}, \quad \text{where } P(T) \in \mathbb{Z}[T], \ P(0) = 1.
\]

(for further properties and proofs, see Weil [6] or Eichler [3]).

Writing \( P(T) = \prod_i (1 - \zeta_i T) \), we see that
\[
\frac{Z'(T)}{Z(T)} = \sum_{n=1}^{\infty} \left(1 + p^n - \sum_i \zeta_i^n \right) T^{n-1},
\]
so
\[
\overline{N}_n = 1 + p^n - \sum_i \zeta_i^n.
\]
To answer the question that arises when one compares this with a previous formula, yes, the $\alpha_i$'s are Jacobi sums, but we shall not prove this here. It follows easily from the Davenport–Hasse relations (see the Exercises).

From Proposition 6.6 we have

$$\left| \sum_i \alpha_i^n \right| \leq (d - 1)(d - 2)p^{n/2}.$$  

Lemma 6.8.

$$\limsup_{n \to \infty} \left| \sum_i \alpha_i^n \right|^{1/n} = \operatorname{Max}_i |\alpha_i|.$$  

Proof. The only problem arises when two $\alpha$'s have the same absolute value, in which case a straightforward proof would have to show that “cancellation” does not decrease the lim sup. However, there is the following classical trick. Consider the complex function

$$f(z) = \sum_{n=0}^{\infty} \left( \sum_i \alpha_i^n \right) z^n.$$  

The radius of convergence of the power series is the distance to the nearest singularity, namely $1/\operatorname{Max} |\alpha_i|$. But it is also the reciprocal of $\limsup |\sum \alpha_i^n|^{1/n}$. The result follows. \qed

We now have $|\alpha_i| \leq \sqrt{p}$ for each $i$. Returning to $\zeta_d(s)$, we see that $\zeta_d(s) = 0 \Rightarrow p^s = \alpha_i$ for some $i$. Therefore $\Re(s) \leq \frac{1}{2}$. But the functional equation for $\zeta_d(s)$ implies that if $\zeta_d(s) = 0$ then $\zeta_d(1 - s) = 0$. Therefore $\Re(s) = \frac{1}{2}$ for each zero $s$. This is the Riemann hypothesis for the Fermat curve.

All of the above is part of a much more general situation, which applies not only to curves but also to higher dimensional varieties (the Weil conjectures, now Deligne’s theorem). The reader is strongly urged to read the classic papers of Weil ([11], [2]), where this is discussed and where additional results on Gauss and Jacobi sums are proved.

§6.2 Stickelberger’s Theorem

Let $M/\mathbb{Q}$ be a finite abelian extension, so $M \subseteq \mathbb{Q}(\zeta_m)$ for some $m$ (by the Kronecker–Weber theorem, proved in Chapter 14). We assume $m$ is minimal. $G = \text{Gal}(M/\mathbb{Q})$ may be regarded as a quotient of $(\mathbb{Z}/m\mathbb{Z})^\times$. We let $\sigma_a$, $(a, m) = 1$, denote both the element of $\text{Gal}((\mathbb{Q}(\zeta_m))/\mathbb{Q})$ and its restriction to $M$. Let $\{x\}$ denote the fractional part of the real number $x$; so $x - \{x\} \in \mathbb{Z}$ and $0 \leq \{x\} < 1$. Define the Stickelberger element

$$\theta = \theta(M) = \sum_{\substack{a \pmod{m} \\ (a, m) = 1}} \left( \frac{a}{m} \right) \sigma_a^{-1} \in \mathbb{Q}[G].$$
The Stickelberger ideal $I(M)$ is defined to be $\mathbb{Z}[G] \cap \theta \mathbb{Z}[G]$, in other words, those $\mathbb{Z}[G]$-multiples of $\theta$ which have integral coefficients.

**Lemma 6.9.** Suppose $M = \mathbb{Q}(\zeta_m)$. Let $I'$ be the ideal of $\mathbb{Z}[G]$ generated by elements of the form $c - \sigma_c$, with $(c, m) = 1$. Let $\beta \in \mathbb{Z}[G]$. Then

$$\beta \theta \in \mathbb{Z}[G] \iff \beta \in I'.$$

*Therefore* $I = I' \theta$.

**Proof:** Since

$$(c - \sigma_c)\theta = \sum_a \left( c \left( \frac{a}{m} \right) - \left( \frac{ac}{m} \right) \right) \sigma_a^{-1} \in \mathbb{Z}[G],$$

we have “$\iff$”. To prove the converse, first note that $m = (1 + m) - \sigma_{1 + m} \in I'$. Suppose $(\sum_a x_a \sigma_a) \theta \in \mathbb{Z}[G]$, with $x_a \in \mathbb{Z}$. A short calculation shows that

$$\left( \sum_a x_a \sigma_a \right) \left( \sum_c \left( \frac{c}{m} \right) \sigma_c^{-1} \right) = \sum_b \left( \sum_a x_a \left( \frac{ab}{m} \right) \right) \sigma_b^{-1}.$$

Looking at the coefficient of $\sigma_1^{-1}$, we find that $m$ divides $\sum x_a a$. Since $m \in I'$, so is $\sum x_a a$. Therefore

$$\sum x_a \sigma_a = \sum x_a (\sigma_a - a) + \sum x_a a \in I'.$$

This completes the proof.

This result is not true in general if $M$ is a proper subfield of $\mathbb{Q}(\zeta_m)$. The problem is that $\sigma_b = 1$ for several $b$, so the “coefficient of $\sigma_1^{-1}$” involves a sum over various values of $b$. For example, let $M = \mathbb{Q}(\sqrt{12}) = \mathbb{Q}(\zeta_{12}, \zeta_2^{\frac{1}{2}}) \subset \mathbb{Q}(\zeta_{12})$. Then $\sigma_1 = \sigma_{11} = 1$, while $\sigma_2 = \sigma_7 = \sigma$, say. We have $\theta(M) = 1 + \sigma \in \mathbb{Z}[G]$, so $1 - \theta \in \mathbb{Z}[G]$. But $I'$ is generated by $\{5 - \sigma, 7 - \sigma, 11 - 1\}$, therefore by $\{2, 1 + \sigma\}$. In particular, $1 \notin I'$.

If $x = \sum x \sigma \in \mathbb{Z}[G]$ then $x$ acts on ideals and ideal classes in the natural way: $A^x = \prod_\sigma (A^x)^{\sigma}$.

**Theorem 6.10 (Stickelberger’s Theorem).** Let $A$ be a fractional ideal of $M$, let $\beta \in \mathbb{Z}[G]$, and suppose $\beta \theta \in \mathbb{Z}[G]$. Then $A^{\theta \beta}$ is principal. Therefore, the Stickelberger ideal annihilates the ideal class group of $M$.

Before starting the proof, we give two examples.

(a) Suppose $M$ is real. Then $\sigma_a = \sigma_{-a}$ and $\langle a/m \rangle + \langle -a/m \rangle = 1$, so

$$\theta(M) = \frac{1}{2} \sum_{\sigma \text{mod } m} \sigma_a = \frac{\phi(m)}{2 \deg M} \text{Norm}_{M/\mathbb{Q}}.$$
In this case we find that the norm, or some multiple of it, annihilates the ideal class group. This of course is already obvious, since \( \mathcal{Q} \) has class number one. We therefore can obtain nontrivial results only if we look at imaginary fields.

(b) Suppose \( M = \mathcal{Q}(\sqrt{-m}) \) is imaginary quadratic. \( \text{Gal}(M/\mathcal{Q}) = \{1, \sigma\} \), where \( \sigma \) is complex conjugation. Since \( A^{\dagger + \sigma} \) is an ideal of \( \mathcal{Q} \), hence principal, \( \sigma \) acts by inversion on the ideal class group. Let \( \beta = m \). Then \( \beta \theta = \sum a \sigma_a^{-1} \in \mathcal{Z}[G] \), and in the ideal class group \( \beta \theta \) acts as \( \sum a \chi(a) \), where \( \chi \) is the quadratic character for \( M \). We find that \( \sum a \chi(a) = mB_{1,1} \) annihilates the ideal class group. Of course, the class number formula implies that this number is just \( -mh \) (if \( m > 4 \)), so what we have is a weak form of the analytic class number formula; however, it will be proved algebraically.

More generally, let \( F \) be any totally real number field and \( M/F \) a finite abelian extension. Let \( G = \text{Gal}(M/F) \). Via the Artin map \( A \mapsto \sigma_A \in G \), one can define partial zeta functions for \( \sigma \in G \):

\[
\zeta_F(\sigma, s) = \sum_{\sigma_A = \sigma} \frac{1}{NA^s} \quad (\text{Re}(s) > 1).
\]

These may be meromorphically continued to the whole complex plane, and the values \( \zeta_F(\sigma, -n) \) are rational numbers for \( n \geq 0 \). Define

\[
\theta_n(M/F) = \sum_{\sigma \in G} \zeta_F(\sigma, -n) \sigma^{-1},
\]

and let \( I_n(M/F) \) be the ideal generated by elements of the form

\[
(NA^{n+1} - \sigma_A)\theta_n(M/F),
\]

where \( A \) ranges over a set of integral ideals of \( F \) not divisible by a certain finite set of prime ideals. Then \( I_n(M/F) \) should annihilate some natural object, perhaps a \( K \)-group. For example, \( I_1(M/\mathcal{Q}) \) annihilates \( K_2 \mathcal{O}_M \), except possibly for the 2-part, where \( \mathcal{O}_m \) is the ring of integers of \( M \). When \( M = \mathcal{Q}(\zeta_m) \) and \( F = \mathcal{Q} \), we have

\[
\zeta(\sigma_a, s) = \sum_{\frac{b}{a} \equiv m \pmod{m}, b > 0} \frac{1}{b^s},
\]

which is essentially a Hurwitz zeta function. If \( n = 0 \), we have

\[
\theta_0\left(\frac{M}{\mathcal{Q}}\right) = \sum_{c \equiv \text{mod } m} \left( H_{1/2} - \left\{ \frac{c}{m} \right\} \right) \sigma_c^{-1},
\]

which differs from \( \theta \) by half the norm (in fact, we shall need \( \theta_0 \) later). Since \( K_0 \mathcal{O}_m \) is essentially the ideal class group of \( M \), the above may be regarded as an appropriate generalization of Stickelberger’s Theorem. For details, see Coates [7].
We are now ready to start the proof of Stickelberger’s theorem. The major step will be the factorization of certain Gauss sums. Let \( p \) be a prime and let \( q = p^f \) be a power of \( p \). Let \( \mathfrak{p} \) be a prime ideal of \( \mathbb{Q}(\zeta_{q-1}) \) lying above \( p \). Since \( \mathbb{Z}[\zeta_{q-1}] \mod \mathfrak{p} \) is the finite field with \( q \) elements (\( f \) = residue class degree by Theorem 2.13), and since the \((q - 1)\)st roots of unity are distinct mod \( \mathfrak{p} \), there is an isomorphism

\[
\omega = \omega_{\mathfrak{p}} : \mathbb{F}_q^* \rightarrow (q - 1)\text{st roots of } 1
\]
satisfying

\[
\omega(a) \mod \mathfrak{p} = a \in \mathbb{F}_q^*.
\]
This \( \omega \) is essentially a generalization of the \( \omega \) of the previous chapter. Let \( \mathfrak{P} \) be the prime of \( \mathbb{Q}(\zeta_{q-1}, \zeta_p) \) lying above \( \mathfrak{p} \). For \( x \in \mathbb{Z} \), let \( s(x) = v_\mathfrak{P}(g(\omega^{-x})) \), where \( v_\mathfrak{P} \) is the \( \mathfrak{P} \)-adic valuation. Clearly \( s(x) \) depends only on \( x \mod q - 1 \).

**Lemma 6.11.** (a) \( s(0) = 0 \);
(b) \( 0 \leq s(x + \beta) \leq s(x) + s(\beta) \);
(c) \( s(x + \beta) \equiv s(x) + s(\beta) \mod p - 1 \);
(d) \( s(px) = s(x) \);
(e) \( \sum_{x=1}^{q-2} s(x) = (q - 2)(f)(p - 1)/2 \).

**Proof.** (a) is obvious; (b) and (d) follow from Corollary 6.3 and Lemma 6.5, respectively. Since \( \mathfrak{P}^p - 1 = \mathfrak{p} \), the values of \( v_\mathfrak{P} \) on \( \mathbb{Q}(\zeta_{q-1}) \) are divisible by \( p - 1 \). Therefore (c) also follows from Corollary 6.3. Since \( g(\omega^{-x})g(\omega^y) = \pm q = \pm p^f \), we have \( s(x) + s(q - 1 - x) = v_\mathfrak{P}(p^f) = (p - 1)f \). Pairing up the terms in the sum (the term for \( x = (q - 1)/2 \) pairs with itself), we obtain (e). This completes the proof.

**Lemma 6.12.** \( s(x) > 0 \) if \( x \not\equiv 0 \mod q - 1 \), and \( s(1) = 1 \).

**Proof.** Since \( \pi = \zeta_p - 1 \in \mathfrak{P} \),

\[
g(\omega^{-x}) = -\sum \omega^{-x}(a)\mathfrak{P}^{T(a)} \equiv -\sum \omega^{-x}(a) \equiv 0 \mod \mathfrak{P}.
\]

Therefore \( s(x) > 0 \). Also,

\[
g(\omega^{-1}) = -\sum \omega^{-1}(a)\mathfrak{P}^{T(a)}
\]

\[
= -\sum \omega^{-1}(a)(1 + \pi)^{T(a)} \equiv -\sum \omega^{-1}(a)(1 + \pi T(a)) \mod \mathfrak{P}^2.
\]

\[
\equiv -\pi \sum \omega^{-1}(a)T(a).
\]

Regarding \( \mathbb{F}_q \) as \( \mathbb{Z}[\zeta_{q-1}] \mod \mathfrak{p} \), we have

\[
T(a) = a + a^p + \cdots + a^{p^{f-1}} \mod \mathfrak{p}.\]

(since \( a \mapsto a^p \) generates the Galois group mod \( \mathfrak{p} \), and

\[
\sum \omega^{-1}(a)T(a) \equiv \sum_{a \not\equiv 0 \mod \mathfrak{p}} a^{-1}(a + a^p + \cdots + a^{p^{f-1}}) \mod \mathfrak{p}.
\]
If $0 < b < f$, then $\sum_{a \neq 0} a^{p^b-1} \equiv 0 \pmod{p}$, so the sum reduces to $\sum_{a \neq 0} 1 = q - 1 \equiv -1$. Therefore

$$g(\omega^{-1}) \equiv \pi \pmod{\mathfrak{P}^2},$$

hence $s(1) = v_\mathfrak{p}(\pi) = 1$ (since $\mathbb{Q}(\zeta_{q-1}, \zeta_p) / \mathbb{Q}(\zeta_p)$ is unramified at $p$). This completes the proof. \qed

**Proposition 6.13.** Let $0 \leq \alpha < q - 1$ and let $\alpha = a_0 + a_1 p + \cdots + a_{f-1} p^{f-1}$, $0 \leq a_i \leq p - 1$, be the standard $p$-adic expansion of $\alpha$. Then

$$s(\alpha) = a_0 + a_1 + \cdots + a_{f-1}.$$

**Proof.** From Lemma 6.11(a), (b), (c) and Lemma 6.12 we immediately have $s(\alpha) = \alpha$ for $0 \leq \alpha < p - 2$. If $q = p$, we are done. Otherwise, $s(p - 1) > 0$ and we similarly obtain $s(p - 1) = p - 1$. Lemma 6.11(b) and (d) imply that $s(\alpha) \leq a_0 + \cdots + a_{f-1}$. When $\alpha$ runs through the integers from 0 to $q - 1$, inclusive, each coefficient of the $p$-adic expansion takes on each of the values from 0 to $p - 1$ exactly $p^{f-1}$ times, so

$$\sum_{a_0 + \cdots + a_{f-1} = 0}^{q-1} p(p - 1) \frac{p(p - 1)}{2} \frac{p - 1}{2} = \sum_{a_0 + \cdots + a_{f-1} = 0}^{q-2} s(\alpha),$$

by Lemma 6.11(e). The result follows. \qed

**Remark.** Let $\pi = \zeta_p - 1$ and $0 \leq \alpha < q - 1$, as above. Then

$$g(\omega^{-1}) \equiv \pi^{a_0 + \cdots + a_{f-1}} \pmod{(a_0 !) \cdots (a_{f-1} !)}.$$

(see Lang [4], [5]). In Lemma 6.12 we verified a special case of this formula. The general argument follows a similar line, but involves a rather delicate analysis of binomial coefficients.

Now fix a positive integer $m$. Let $p$ be a prime, $(p, m) = 1$, and let $f$ be the order of $p \pmod{m}$, so $m$ divides $p^f - 1 = q - 1$. Fix a prime $\mathfrak{p}_0$ of $\mathbb{Q}(\zeta_m)$ lying above $p$; let $\mathfrak{P}_0$ be the prime of $\mathbb{Q}(\zeta_m, \zeta_p)$ above $\mathfrak{p}_0$, so $\mathfrak{P}_0^{p-1} = \mathfrak{p}_0$; let $\mathfrak{P}_0$ be a prime of $\mathbb{Q}(\zeta_{q-1})$ lying above $\mathfrak{P}_0$; and let $\mathfrak{P}_0$ be the prime of $\mathbb{Q}(\zeta_{q-1}, \zeta_p)$ lying above $\mathfrak{P}_0$ (and $\mathfrak{p}_0$). Let $\omega = \omega_{\mathfrak{p}_0}$ be as above and let $\chi = \omega^{-d}$, where $d = (q - 1)/m$. Then $\chi^m = 1$, so $g(\chi) \in \mathbb{Q}(\zeta_m, \zeta_p)$. Since $g(\chi)g(\chi) = q = p^f$, the factorization of $g(\chi)$ involves only primes of $\mathbb{Q}(\zeta_m, \zeta_p)$ above $p$, that is, the conjugates over $\mathbb{Q}$ of $\mathfrak{p}_0$. Let $(a, m) = 1$ and let $\sigma_a \in \text{Gal}(\mathbb{Q}(\zeta_m) / \mathbb{Q})$ be the corresponding element of the Galois group. For each such $a$, fix an extension of $\sigma_a$ to $\mathbb{Q}(\zeta_{q-1}, \zeta_p)$ such that $\zeta_p^{a} = \zeta_p$. 


The decomposition group for $p$ in $(\mathbb{Z}/m\mathbb{Z})^*$ is generated by $p \pmod{m}$ (see the discussion after Theorem 2.13). Let $R$ denote a set of representatives for $(\mathbb{Z}/m\mathbb{Z})^*$ modulo this decomposition group. Then $\{\hat{\beta}_0 a^{-1} \mid a \in R\}$ is the set of conjugates of $\hat{\beta}_0$. Since $\hat{\beta}_0$ is the unique prime above $\beta_0$, all conjugates of $\hat{\beta}_0$ have the form $\hat{\beta}_0 a^{-1}$. Let $\hat{\beta} = \hat{\beta}_0 a^{-1}$ be one of them. Then

$$v_{\hat{\beta}}(g(\chi)) = v_{\hat{\beta}_0}(g(\chi)^a) = v_{\hat{\beta}_0}(g(\chi^a)) = s(ad)$$

($v_{\hat{\beta}_0} = v_{\hat{\beta}_0}$ since $\hat{\beta}_0/\hat{\beta}_0$ is unramified). Therefore

$$(g(\chi)) = \beta_0^\Sigma_R s(ad) \sigma^{-1}.$$ 

**Lemma 6.14.** Let $0 \leq h < q - 1$. Then

$$s(h) = (p - 1) \sum_{i=0}^{f-1} \left\{ \frac{p^ih}{q-1} \right\}.$$ 

**Proof.** Let $h = a_0 + a_1p + \cdots + a_{f-1}p^{f-1}$. Then

$$p^ih \equiv a_0p^i + a_1p^{i+1} + \cdots + a_{f-1}p^{i-1} \pmod{q-1}.$$ 

It follows that

$$\left\{ \frac{p^ih}{q-1} \right\} = \frac{1}{q-1} (a_0p^i + \cdots + a_{f-1}p^{i-1}).$$ 

Summing over $i$, we obtain the result. 

We now have $s(ad) = (p - 1) \sum_{i=0}^{f-1} \{p^ia/m\}$, so

$$\sum_{R} s(ad) \sigma^{-1} = (p - 1) \sum_{i=0}^{f-1} \sum_{R} \left\{ \frac{p^ia}{m} \right\} \sigma^{-1}.$$
Since $p_0^{n-1} = \mu_0$ and since $\sigma_0(\mu_0) = \mu_0$ (definition of decomposition group),
\[(g(\chi)^m) = \mu_0^{m \sum (\sigma^m \prod p^{\sigma}(m))} = \mu_0^{m \theta},\]
where $\theta = \sum_{b=1, (b, m) = 1}^m \{b/m\} \sigma_b^{-1}$ is the Stickelberger element (we raise to the $m$th power to avoid denominators).

We now have a partial result: If $p_0$ is a prime of $\mathbb{Q}(\zeta_m)$ with $p_0 \nmid m$, then $\mu_0^m$ is principal in $\mathbb{Q}(\zeta_m, \zeta_p)$. The main problem is now to get down to $\mathbb{Q}(\zeta_m)$, then to $M$.

Suppose that $\mathfrak{A}$ is an ideal of $M \subseteq \mathbb{Q}(\zeta_m)$ with $(\mathfrak{A}, m) = 1$. Let $\mathfrak{A} = \prod \mathfrak{a}_i$ be its factorization into (not necessarily distinct) prime ideals in $\mathbb{Q}(\zeta_m)$. Then
\[A^{m\theta} = \left(\prod g(\chi_{p_i})\right)^m,\]
where we write $\chi_{p_i}$ to indicate that $\chi$ depends on $\mathfrak{a}_i$. Suppose $\beta \in \mathbb{Z}[G]$ ($G = \text{Gal}(M/\mathbb{Q})$) and $\beta \theta \in \mathbb{Z}[G]$. Extending the elements of $G$, we may regard $\beta \theta$ as an element of $\mathbb{Z}[\text{Gal}(\mathbb{Q}(\zeta_{mp})/\mathbb{Q})]$. Then
\[A^{m\beta \theta} = (\gamma^{m\beta \theta}), \quad \text{where} \quad \gamma = \prod g(\chi_{p_i}) \in \mathbb{Q}(\zeta_{Pm}),\]
where $P = \prod p_i$ is the product of the rational primes divisible by the $p_i$'s. Since $\gamma^{m\beta \theta} \in \mathbb{Q}(\zeta_m)$ by Lemma 6.4, and it is the $m$th power of an ideal of $\mathbb{Q}(\zeta_m)$, namely $A^{m\beta \theta}$, it follows that the extension $\mathbb{Q}(\zeta_m, \gamma^{m \beta \theta})/\mathbb{Q}(\zeta_m)$ can be ramified only at primes dividing $m$ (proof: locally, $A^{m \beta \theta}$ is principal, so we are adjoining the $m$th root of a local unit). But
\[\mathbb{Q}(\zeta_m) \subseteq \mathbb{Q}(\zeta_m, \gamma^{m \beta \theta}) \subseteq \mathbb{Q}(\zeta_m, \zeta_p),\]
Therefore, ramification can occur only at $p_i$'s. Since $(P, m) = 1$, the extension must be unramified.

**Lemma 6.15.** If $\mathbb{Q}(\zeta_m) \subseteq K \subseteq \mathbb{Q}(\zeta_m)$ and $K/\mathbb{Q}(\zeta_m)$ is unramified at all primes, then $K = \mathbb{Q}(\zeta_m)$.

**Proof.** Suppose $K \neq \mathbb{Q}(\zeta_m)$. Then there is a character $\chi$ for $K$ of conductor not dividing $m$. By Theorem 3.5, $K/\mathbb{Q}(\zeta_m)$ must be ramified at some prime. Contradiction. 

We find that $\gamma^{m \beta \theta} \in \mathbb{Q}(\zeta_m)$. Therefore $A^{m \beta \theta} = (\gamma^{m \beta \theta})$ is principal as an ideal of $\mathbb{Q}(\zeta_m)$. But this does not necessarily mean that it is principal as an ideal of $M$. So we show that $\gamma^{m \beta \theta} \in M$, which suffices, since if two ideals of $M$ are equal in $\mathbb{Q}(\zeta_m)$ they must have been equal originally because of unique factorization.

Let $\mathfrak{P}$ be a prime of $\mathbb{Q}(\zeta_{q-1})$ lying over one of the prime factors $\mathfrak{p}_i$ of $A$. Then $\chi_{p_i}$, a priori depends on the choice of $\mathfrak{P}$, so we temporarily let $\chi_{p_i} = \chi_{\mathfrak{P}}$. Let $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_{q-1})/M)$. Then
\[\sigma: \mathbb{Z}[\zeta_{q-1}] \mod \mathfrak{P} \cong \mathbb{Z}[\zeta_{q-1}] \mod \mathfrak{P}^\sigma\]
and correspondingly if $\chi_{\mathfrak{P}}(a) = \zeta$ then $\chi_{\mathfrak{P}}^\sigma(a) = \zeta^\sigma$. Therefore $\chi_{\mathfrak{P}} = \chi_{\mathfrak{P}}^\sigma$. But $\chi_{\mathfrak{P}}^{m \beta \theta} = 1$, so $\chi_{\mathfrak{P}}^\sigma = \chi_{\mathfrak{P}}$ for $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_{q-1})/\mathbb{Q}(\zeta_m))$. Therefore $\chi_{\mathfrak{P}}$ depends
only on $\mu_i$, so we may return to the notation $\chi_{\mu_i}$. The above reasoning shows that $\chi_{\mu_i}^\sigma = \chi_{\mu_i}^\sigma$ for $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_m)/M)$. If we extend $\sigma$ by letting $\sigma(\zeta_p) = \zeta_p$, then $g(\chi_{\mu_i}^\sigma) = g(\chi_{\mu_i}^\sigma) = g(\chi_{\mu_i}^\sigma)$.

Since $A^\sigma = A$ for $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_m)/M)$, $\sigma$ permutes the $\mu_i$'s. Therefore

$$\gamma^{\beta \sigma} = \prod g(\chi_{\mu_i})^{\beta \sigma} = \prod g(\chi_{\mu_i})^{\beta} = \gamma^{\beta}.$$ 

But we already have $\gamma^{\beta} \in \mathbb{Q}(\zeta_m)$; hence $\gamma^{\beta} \in M$. So $A^{\beta \theta}$ is principal in $M$.

Finally, if $A$ is an arbitrary ideal of $M$, we may write $A = (a)A_1$, with $a \in M$ and $(A_1, m) = 1$. Then

$$A^{\beta \theta} = (a^{\beta \theta})A_1^{\beta \theta},$$

which is principal. This completes the proof of Stickelberger's theorem. \[ Q \]

§6.3 Herbrand's Theorem

Let $G$ be a finite abelian group and $\hat{G}$ its character group. Let $\chi \in \hat{G}$ and define

$$e_\chi = \frac{1}{|G|} \sum_{\sigma \in G} \chi(\sigma)\sigma^{-1} \in \overline{\mathbb{Q}}[G],$$

where $\overline{\mathbb{Q}}$ is the algebraic closure of $\mathbb{Q}$. One may easily verify the following relations:

(a) $e_\chi^2 = e_\chi$;
(b) $e_\chi e_\psi = 0$ if $\chi \neq \psi$;
(c) $1 = \sum_{\chi \in \hat{G}} e_\chi$;
(d) $\chi(\sigma) = e_\chi$.

The $e_\chi$'s are called the orthogonal idempotents of the group ring $\overline{\mathbb{Q}}[G]$. If $M$ is a module over $\overline{\mathbb{Q}}[G]$ then we may write

$$M = \bigoplus_{\chi} M_\chi, \text{ where } M_\chi = e_\chi M$$

(use (c) to get the sum; if $0 = \sum e_\chi a_\chi$, then use (b) and (a) to show $e_\chi a_\chi = 0$ for all $\chi$). Each $\sigma \in G$ acts on $M$, and $M_\chi$ is the eigenspace with eigenvalue $\chi(\sigma)$, by (d).

Of course, all the above works if $\overline{\mathbb{Q}}$ is replaced by any (commutative) ring which contains the values of all $\chi \in \hat{G}$ and in which $|G|$ is invertible.

In particular, let $p$ be an odd prime and let $G = \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q}) \simeq (\mathbb{Z}/p\mathbb{Z})^\times$. Then $\hat{G} = \{\omega^i | 0 \leq i \leq p - 2\}$. We shall work in the group ring $\mathbb{Z}_p[G]$. The idempotents are

$$e_i = \frac{1}{p - 1} \sum_{\sigma = 1}^{p - 1} \omega^i(a)\sigma^{-1}, \quad 0 \leq i \leq p - 2.$$
Later, we shall also need
\[ \varepsilon_- = \frac{1 - \sigma_{-1}}{2} = \sum_{i \text{ odd}} \varepsilon_i \quad \text{and} \quad \varepsilon_+ = \frac{1 + \sigma_{-1}}{2} = \sum_{i \text{ even}} \varepsilon_i. \]

There is a decomposition \( A = A^- \oplus A^+ \) for any \( \mathbb{Z}_p[G] \)-module, for example the \( p \)-Sylow subgroup of the ideal class group.

Let \( \theta = (1/p) \sum_{a=1}^{p-1} a \sigma_a^{-1} \) be the Stickelberger element. Using (d), we find that
\[ \varepsilon_i \theta = \sum_{a=1}^{p-1} a \omega^{-i}(a) \varepsilon_i = B_{1, \omega^{-i}} e_i \]
and
\[ \varepsilon_i (c - \sigma_c) \theta = (c - \omega^i(c)) B_{1, \omega^{-i}} e_i. \]

Let \( A \) be the \( p \)-Sylow subgroup of the ideal class group of \( \mathbb{Q}(\zeta_p) \). Since \( p^n A = 0 \) for sufficiently large \( n \), we may make \( A \) into a \( \mathbb{Z}_p \)-module by defining
\[ \left( \sum_{j=0}^{\infty} b_j p^j \right) a = \sum_{j=0}^{\infty} (b_j p^j a), \]

since the latter sum is finite. \( G \) also acts on \( A \), so \( A \) is a \( \mathbb{Z}_p[G] \)-module. Let
\[ A = \bigoplus_{i=0}^{p-2} A_i \]
be the decomposition as above. Stickelberger's theorem implies that \( (c - \sigma_c) \theta \) annihilates \( A \), hence each \( A_i \). Therefore we have proved the following: Let \( c \in \mathbb{Z}, \ (c, p) = 1 \). Then \( (c - \omega^i(c)) B_{1, \omega^{-i}} \) annihilates \( A_i \).

**Remark.** Since \( p \theta \equiv (p - 1) e_1 \pmod{p} \), it is not very surprising that \( p \theta \) annihilates \( A_i \) for \( i \neq 1 \). The fact that it annihilates \( A_1 \), however, requires Stickelberger's theorem.

Now, suppose \( i \neq 0 \) is even. Then \( B_{1, \omega^{-i}} = 0 \) so the above says nothing. If \( i = 0 \) then \( (c - 1)/2 \) annihilates \( A_0 \), so \( A_0 = 0 \). But this is already obvious since \( e_1 = (\text{Norm})/(p - 1) \).

Let \( i \) be odd. Consider first the case \( i = 1 \). Let \( c = 1 + p \), so we have
\[ (c - \omega(c)) B_{1, \omega^{-i}} = p B_{1, \omega^{-i}} = \sum_{a=1}^{p-1} a \omega^{-i}(a) \equiv p - 1 \neq 0 \pmod{p}. \]

Since \( A_1 \) is a \( p \)-group, we must have \( A_1 = 0 \). (It is easily seen that \( A_1 = 0 \) is related to von Staudt–Clausen, which is related to the fact that the \( p \)-adic zeta function has a pole. Perhaps this explains why \( A_1 \) is a special case). If \( i \neq 1 \), we may choose an integer \( c \), for example a primitive root \( \pmod{p} \), such that \( c \not\equiv c^i \equiv \omega^i(c) \pmod{p} \). We may consequently ignore the factor \( c - \omega^i(c) \), so we obtain the following.
Proposition 6.16. \( A_0 = A_1 = 0 \). For \( i = 3, 5, \ldots, p - 2 \), \( B_{1, \omega^{-1}} \) annihilates \( A_i \).

Suppose \( A_i \neq 0 \). Then we must have \( B_{1, \omega^{-1}} \equiv 0 \) (mod \( p \)). But \( B_{1, \omega^{-1}} \equiv B_{p-i}/(p-i) \) (mod \( p \)) by Corollary 5.15. We have proved the following.

Theorem 6.17 (Herbrand). Let \( i \) be odd, \( 3 \leq i \leq p - 2 \). If \( A_i \neq 0 \) then \( p \mid B_{p-i} \).

This theorem is much stronger than the theorem "\( p \mid h \Rightarrow p \) divides some Bernoulli number" since it gives a "piece-by-piece" description of the criterion. Even better, the following is true.

Theorem 6.18 (Ribet). Let \( i \) be odd, \( 3 \leq i \leq p - 2 \). If \( p \mid B_{p-i} \) then \( A_i \neq 0 \).

We shall not give the proof, which is very deep. It uses delicate techniques from algebraic geometry to construct an abelian unramified extension of degree \( p \) which corresponds by class field theory to \( A_i \). See Ribet [2].

One corollary of Ribet's theorem is that the \( p \)-rank of the ideal class group of \( \mathbb{Q}(\zeta_p) \) is at least the index of irregularity \( (p \text{-rank} = \text{number of summands when } A \text{ is decomposed as a direct sum of cyclic groups of } p \text{-power order}) \). However, it is not known whether or not there is equality, since the rank of some \( A_i \) could possibly be two or larger. If \( p \nmid h(\mathbb{Q}(\zeta_p)^+) \) then we do have equality, as we shall prove in Chapter 10.

§6.4 The Index of the Stickelberger Ideal

Let \( p \) be an odd prime, \( n \geq 1 \), \( G = \text{Gal}(\mathbb{Q}(\zeta_{p^n})/\mathbb{Q}) \), and \( R = \mathbb{Z}[G] \). As before,

\[
\theta = \frac{1}{p^n} \sum_{a=1}^{p^n} a\sigma_a^{-1}
\]

is the Stickelberger element and \( I = R\theta \cap R \) is the Stickelberger ideal. Let \( J = \sigma_{-1} \) denote complex conjugation. Then

\[
R^- = \{ x \in R | Jx = -x \} = (1 - J)R,
\]

the first equality being the definition, the second following from a short calculation. We define

\[
I^- = I \cap R^- = R\theta \cap R^-.
\]

Note that we have to be careful about using the idempotent \( (1 - J)/2 \) since it has a denominator. However, observe that \( x \in R^- \iff [(1 - J)/2]x = x \).
Theorem 6.19 (Iwasawa). \([R^- : I^-] = h^- (\mathcal{Q}(\zeta_p))\).

Remark. The above definitions hold for arbitrary \(\mathcal{Q}(\zeta_m)\). Sinnott has shown in this case that
\[ [R^- : I^-] = 2^a h^- (\mathcal{Q}(\zeta_m)) , \]
where \(a\) is defined as follows: Let \(g\) be the number of distinct primes dividing \(m\). Then \(a = 0\) if \(g = 1\), and \(a = 2^{a-2} - 1\) if \(g > 1\).

Proof of Theorem 6.19. The proof will proceed by considering completions, since we can then work with one prime at a time, which is slightly easier. Let \(q\) be a prime, \(R_q = \mathbb{Z}_q[G] , I_q = R_q I\). Clearly \(I\) is dense in \(I_q\) in the natural \(q\)-adic topology. Also, \(R_q^- = (1 - J)R_q\) and \(I_q^- = I_q \cap R_q^-\).

Lemma 6.20. (a) \(I_q = R_q \cap R_q\), (b) \(I_q^- = R_q \cap R_q^-\), (c) \(I_q^- = I^- \cdot \mathbb{Z}_q\), (d) If \(p \neq q\) then \(I_q = R_q \theta\).

Proof. The proof of Lemma 6.9 works for both \(R\) and \(R_q\), with \(I_q = I \mathbb{Z}_q\), so we obtain
\[ R_q \cap R_q = I_q \cap R_q = I_q \mathbb{Z}_q \cap R_q = I_q \mathbb{Z}_q = I_q . \]
This proves (a). Part (b) follows easily from (a). If \(p \neq q\) then \(\theta \in R_q\), so (d) also follows from (a).

We now prove (c). Since \(\{z\} + \{-z\} = 1\) for \(z \notin \mathbb{Z}\), we have
\[ (1 + J) \theta = N , \quad \text{where } N = \sum_{\sigma \in G} \sigma . \]
Let \(x \in I\). Then \(x \theta \in I\), and we have
\[ x \theta \in I^- \iff (1 + J) x \theta = 0 \iff xN = 0 . \]
Similarly, suppose \(y \in I_q\). Then \(y \theta \in I_q \theta = I_q\), from the above, and
\[ y \theta \in I_q^- \iff yN = 0 . \]
Clearly \(I^- \mathbb{Z}_q \subseteq I_q^-\). Suppose now that \(y \theta \in I_q^-\), with \(y \in I_q\). We may write
\[ y = \sum_c \sum_{\sigma} a^c_\sigma \sigma (c - \sigma) , \quad a^c_\sigma \in \mathbb{Z}_q . \]
The condition \(yN = 0\) becomes \(\sum_c \sum_{\sigma} a^c_\sigma (c - 1) = 0\). We want to approximate \(y\) by an element \(x \in I\) such that \(xN = 0\). This then will give us an element \(x^\theta\) of \(I^-\) near \(y \theta\), which will show that \(I_q^- \subseteq\) closure of \(I^-\) in \(I \mathbb{Z}_q\), as desired. The approximation will reduce to the following.

Fact. Suppose \(b_i \in \mathbb{Z}, s_i \in \mathbb{Z}_q, \) and suppose \(\sum_{i=1}^m b_i s_i = 0\). Then there is a sequence \((t_1, \ldots , t_m) \in \mathbb{Z}^m\) whose limit is \((s_1, \ldots , s_m)\) and such that \(\sum b_i t_i = 0\).

Proof. We may assume \((q, b_1) = 1\). For \(2 \leq i \leq m\), choose \(t_i^{(m)} \equiv 0 \mod b_1\) with \(t_i^{(m)} \neq 0 \mod b_1\), so we can choose \(t_i^{(m)} \in \mathbb{Z}\). Since \(t_i^{(m)}\) is near \(s_i\) for \(i \neq 1\), we must also have \(t_1^{(m)}\) near \(s_1\). This completes the proof of the fact.
If we let $a_i = s_i = c - 1 = b, \ 
\text{and } x = \sum t_{\alpha, \epsilon}^{(\alpha)} \sigma(c - \sigma) \in I'$, then $x$ is near $y$ and $\epsilon N = 0$, as desired. This completes the proof of Lemma 6.20.

We have $R_q \cong R \otimes \mathbb{Z}_q$, and under this isomorphism $R_q^- \cong R^- \otimes \mathbb{Z}_q$ and $I_q^- \cong I^- \otimes \mathbb{Z}_q$, by (c). It follows easily that $R_q^- / I_q^- \cong (R^- / I^-) \otimes \mathbb{Z}_q$, which is isomorphic to the $q$-part of $R^- / I^-$. Therefore it suffices to prove the following.

**Theorem 6.21.** $[R_q^- : I_q^-] = q$-part of $h^{-}(\mathbb{Q}(\zeta_{pn}))$.

**Proof.** We first consider $q \neq 2, p$. Then $(1 + J)/2 \in R_q$; and we get $R_q = R_q^+ \oplus R_q^-$ and $I_q = I_q^+ \oplus I_q^-$ from the relation $1 = (1 + J)/2 + (1 - J)/2$. Therefore

$$I_q^- = \frac{1 - J}{2} I_q = \frac{1 - J}{2} R_q \theta = R_q^- \theta.$$ 

Consider the linear map

$$A : R_q^- \to R_q^- , \quad x \mapsto x \theta.$$

By the theory of elementary divisors, as in the proof of Lemma 4.14, we have $[R_q^- : R_q^- \theta] = q$-part of $\det(A)$. But $\det(A)$ may be computed by working in $\mathbb{Q}_q[G]^{-}$, which has the advantage of being a vector space over an algebraically closed field. We have

$$\mathbb{Q}_q[G]^{-} = \bigoplus_{\chi \text{odd}} \mathbb{Q}_q[G]$$

where $e_\chi = (1/p^n) \sum_{a=1, (a, p)=1}^{p^n} a^\chi (a)^{-1}$ and each direct summand is one-dimensional. As in the previous section,

$$e_\chi \theta = B_{1, \bar{\chi}},$$

so $A$ becomes a diagonal matrix. Therefore $\det(A) = \prod_{\chi \text{odd}} B_{1, \bar{\chi}}$, hence

$$[R_q^- : I_q^-] = q$$-part of $\prod_{\chi} B_{1, \bar{\chi}}$

$$= q$$-part of $2p^n \prod (1/2 B_{1, \bar{\chi}})$

$$= q$$-part of $h^{-}(\mathbb{Q}(\zeta_{pn}))$.

For $q = 2$, the argument must change slightly since $(1 + J)/2 \notin R_2$, so $R_2 \neq R_2^+ \oplus R_2^-$. Also, there is a power of 2 in the class number formula which must be accounted for.

Since we are restricted in our use of $(1 - J)/2$, we modify $\theta$ to obtain an element already in $\mathbb{Q}_2[G]^{-}$. Let

$$\bar{\theta} = \sum_{a=1}^{p^n} \left( \frac{a}{p^n} - \frac{1}{2} \right) \sigma_a^{-1} = \theta - \frac{1}{2}$$


where \( N \) is the norm (one could also call it the trace). Clearly \( \tilde{\theta} \notin R_2 \), but a short calculation shows that
\[
\frac{1 - J}{2} \tilde{\theta} = \tilde{\theta}
\]
so \( \tilde{\theta} \) is in the "−" component. We recall that \( \tilde{\theta} \) is perhaps a better Stickelberger element than \( \theta \), since it is the one that generalizes most readily (see the discussion after the statement of Theorem 6.10).

**Lemma 6.22.** (a) \( I_2^- \subseteq R_2 \tilde{\theta} \);
(b) \( [R_2 \tilde{\theta} : I_2^-] = 2 \).

**Proof.** For the first statement, suppose \( x \in R_2 \) and \( x\tilde{\theta} \in I_2^- = R_2 \theta \cap R_2^- \). Then \( x\tilde{\theta} = [(1 - J)/2]x\theta = x[(1 - J)/2](\tilde{\theta} + \frac{1}{2}N) = x\tilde{\theta} \in R_2 \tilde{\theta} \).

For (b), we claim that if \( x \in R_2 \) then either \( x\tilde{\theta} \in R_2 \) or \( x\tilde{\theta} - \tilde{\theta} \in R_2 \). To prove this, we note that \( x\tilde{\theta} = x\theta - \frac{1}{2}xN \in R_2 \Rightarrow \frac{1}{2}xN \in R_2 \) and similarly for \( (x - 1) \). Let \( x = \sum x_\sigma \sigma \). Then \( xN = (\sum x_\sigma)N \) and \( (x - 1)N = (-1 + \sum x_\sigma)N \). Since either \( (\sum x_\sigma) \) or \( (-1 + \sum x_\sigma) \) is even, the claim is established.

The claim implies that \( [R_2 \tilde{\theta} : R_2 \tilde{\theta} \cap R_2] = 2 \) (the index is not 1 since \( \tilde{\theta} \notin R_2 \)). The proof of the lemma will be complete if we can show that \( R_2 \tilde{\theta} \cap R_2 = R_2 \theta \cap R_2^- = I_2^- \). We have already shown that \( I_2^- \subseteq R_2 \tilde{\theta} \cap R_2 \). Now, let \( x\tilde{\theta} \in R_2 \tilde{\theta} \cap R_2 \), where \( x = \sum x_\sigma \sigma \in R_2 \). Then, as above, \( x\tilde{\theta} \in R_2 \Rightarrow \frac{1}{2}xN \in R_2 \Rightarrow \sum x_\sigma \equiv 0 \pmod{2} \). Let \( y_\sigma = x_\sigma \) for \( \sigma \neq 1, J \), and let \( y_1 = x_1 - \frac{1}{2} \sum x_\sigma \) and \( y_J = x_J - \frac{1}{2} \sum x_\sigma \). Then \( \sum y_\sigma = 0 \), so \( y = \sum y_\sigma \sigma \in R_2 \) satisfies \( yN = 0 \). Also, \( x - y = (\frac{1}{2} \sum x_\sigma)(1 + J) \), so \( (x - y)\tilde{\theta} = 0 \). Hence
\[
x\tilde{\theta} = y\tilde{\theta} = y\theta - \frac{1}{2}yN = y\theta \in R_2 \theta.
\]
Since \( x\tilde{\theta} \in R_2 \) and satisfies \( [(1 - J)/2]x\tilde{\theta} = x\tilde{\theta} \), we have \( x\tilde{\theta} \in R_2 \theta \cap R_2^- = I_2^- \), so \( R_2 \tilde{\theta} \cap R_2 = I_2^- \).

This completes the proof of Lemma 6.22. \( \square \)

Just as for the other primes, we have a linear map
\[
A: R_2^- \to R_2^- \quad x \mapsto \tilde{\theta}x
\]
(since \( x \in R_2^- \), \( \frac{1}{2}xN = 0 \), so there is no 2 in the denominator), and
\[
[R_2^- : R_2^- \tilde{\theta}] = 2 \text{-part of } \det(A)
\]
\[
= 2 \text{-part of } \prod_{\chi \text{ odd}} B_{1,\chi} \quad (\chi \text{ odd } \Rightarrow \varepsilon_\chi \tilde{\theta} = \varepsilon_\chi \theta)
\]
\[
= 2^{\frac{1}{2}|G|} \cdot \frac{1}{2} \cdot (2 \text{-part of } h^-).
\]
Since this index is finite we must have
\[
\frac{1}{2}|G| = \mathbb{Z}_2 \text{-rank of } R_2^- = \mathbb{Z}_2 \text{-rank of } R_2^- \tilde{\theta}.
\]
Observe that \( R_2^- \tilde{\theta} = (1 - J)R_2 \tilde{\theta} = R_2(2\tilde{\theta}) = 2R_2 \tilde{\theta} \). Therefore
\[
[R_2 \tilde{\theta} : R_2^- \tilde{\theta}] = 2^{\frac{1}{2}|G|}.
\]
But

\[ [R_2 \tilde{\theta} : I_2^-] = 2, \]

from Lemma 6.22. Putting everything together, we obtain

\[ [R_2^- : I_2^-] = \text{2-part of } h^-, \]

as desired.

Finally, we consider \( q = p \). The main problem is that \( \theta \) has \( p^n \) in its denominator. Let \( \tilde{\theta} = \theta - \frac{1}{2}N \) be as above. Suppose \( x = \sum_{(b, p) = 1} x_b \sigma_b \in R_p \). Then \( x \tilde{\theta} \in R_p^- \iff x \theta \in R_p^- \). We have

\[ x \theta = \frac{1}{p^n} \sum_{c} \sum_{a} ax_{ac} \sigma_c; \]

hence \( x \theta \in R_p^- \iff \sum_{a} ax_{ac} \equiv 0 \pmod{p^n} \) for all \( c \) with \( (c, p) = 1 \). But

\[ \sum_{a} ax_{ac} \equiv c^{-1} \sum_{a} ac x_{ac} \equiv c^{-1} \sum_{a} ax_a \pmod{p^n}, \]

so we only need \( \sum_{a} ax_a \equiv 0 \pmod{p^n} \). It follows easily that \( (x - b) \theta \in R_p^- \) for exactly one integer \( b \pmod{p^n} \). Therefore

\[ [R_p \tilde{\theta} : R_p \tilde{\theta} \cap R_p^-] = p^n. \]

But

\[ R_p \tilde{\theta} = R_p^- \tilde{\theta} = R_p^- (\theta - \frac{1}{2}N) = R_p^- \theta, \text{ since } \frac{1 - J}{2} N = 0, \]

Therefore

\[ R_p \tilde{\theta} \cap R_p^- = R_p^- \theta \cap R_p^- \subseteq R_p \theta \cap R_p^- = I_p^- . \]

If \( x \theta \in R_p^- \), then \( x \theta = [(1 - J)/2] x \theta \in R_p^- \theta \); hence \( R_p \theta \cap R_p^- \subseteq R_p^- \theta \cap R_p^- \). Therefore

\[ I_p^- = R_p \tilde{\theta} \cap R_p^- . \]

From the above,

\[ [R_p^- \theta : I_p^-] = p^n. \]

Let

\[ A : R_p^- \to R_p^- , \quad x \mapsto p^n \theta x . \]

Then

\[ [R_p^- : p^n R_p^- \theta] = \text{p-part of } \det(A) \]

\[ = \text{p-part of } p^{(n/2)|G|} \prod_{B, J} B_{1, J} \]

\[ = p^{(n/2)|G|} \left( \frac{1}{p^n} \right) \text{(p-part of } h^- ). \]

But \( [R_p^- \theta : p^n R_p^- \theta] = p^{(n/2)|G|} \), so

\[ [R_p^- : I_p^-] = \text{p-part of } h^- . \]

This completes the proof of Theorems 6.19 and 6.21. \( \square \)
The formula \([R^\perp : I^\perp] = h^\perp\) may be regarded as an algebraic interpretation of the class number formula. It should be considered as being of a similar nature to the formula \([E^+ : C^+] = h^+\), which will be proved in Chapter 8.

The natural question arises: is there an isomorphism of \(G\)-modules
\[
R^\perp / I^\perp \simeq C / C^+ ?
\]

\((C = \text{class group}, C^+ = \text{class group of the real subfield}). After all, both sides have the same order. In general, there is not such an isomorphism. Let \(p = 4027\). The class group \(C_1\) of \(\mathbb{Q}(\sqrt{-4027})\) is \(\mathbb{Z}/3\mathbb{Z} \oplus \mathbb{Z}/3\mathbb{Z}\). Note that since \(1 + J\) is the norm to \(\mathbb{Q}\), \(J\) acts by inversion on the ideal class group. Therefore \(C_1^\perp = C_1\) and \(C_1^+ = 1\). Since \(\mathbb{Q}(\zeta_p)/\mathbb{Q}(\sqrt{-p})\) is totally ramified (at \(p\)), it follows from class field theory that the norm map on the ideal class groups is surjective. Suppose \(R^\perp / I^\perp \simeq C / C^+\). Since \(R^\perp / I^\perp\) is cyclic over \(R\), generated by \(1 - J\), a similar statement holds for \(C / C^+\); so there exists \(c \in C\) such that \(C / C^+ = cR\) mod \(C^+\). Therefore \(C_1 = \text{Norm}(C) = \text{Norm}(C / C^+)\) (since \(\text{Norm}(C^+) \subseteq C_1^+ = 1\)) is generated by \(c_1 = \text{Norm}(c)\) over \(R\). If \(\sigma \in \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})\) then \(\sigma|\mathbb{Q}(\sqrt{-p}) = 1\) or \(J\). Therefore \(c_1^\sigma = c_1^{\pm 1}\). It follows that \(c_1R\) is the subgroup generated by \(c_1\), hence \(c_1R \neq C_1 \simeq \mathbb{Z}/3\mathbb{Z} \oplus \mathbb{Z}/3\mathbb{Z}\). Therefore \(R^\perp / I^\perp\) is not isomorphic to \(C / C^+\).

However, we may hope for less. Let \(A\) be the \(p\)-Sylow subgroup of the ideal class group of \(\mathbb{Q}(\zeta_p^+\)), so \(A = A^+ \oplus A^\perp\). Then is there a \(G\)-isomorphism
\[
R^\perp_p / I^\perp_p \simeq A^\perp ?
\]

Again, both sides have the same order. We shall show in Chapter 10 that if \(p \nmid h^+(\mathbb{Q}(\zeta_p))\) then the above holds, so \(A^\perp\) is cyclic (i.e., generated by one element) as a module over the group ring in that case.

**§6.5 Fermat’s Last Theorem**

**Theorem 6.23.** Suppose \(p\) is prime and suppose the index of irregularity of \(p\) (= the number of Bernoulli numbers divisible by \(p\)) satisfies \(i(p) < \sqrt{p - 2}\). Then
\[
X^p + Y^p = Z^p, \quad (XYZ, p) = 1,
\]

has no integer solutions.

**Remark.** This theorem was proved by Eichler under the assumption that the \(p\)-rank of the minus part of the ideal class group is less than \(\sqrt{p - 2}\). It was noticed (independently) by Brückner, Iwasawa, and Skula that it is possible to use \(i(p)\) instead. This yields a stronger theorem. Ribet’s theorem shows
that $i(p) \leq \text{rank}$, but since possibly some component $A_i$ could have rank greater than 1, we could have strict inequality. Also, it is easier to compute $i(p)$.

Up to 125000, the largest value of $i(p)$ is 5, and probability arguments indicate that we should have $i(p) = 0(\log p/\log \log p)$. Therefore, the theorem gives perhaps the best evidence yet for the first case of Fermat's Last Theorem. In fact, the probability that $i(p) > \sqrt{p} - 2$ is

$$
\sum_{k > \sqrt{p} - 2} e^{-1/2} \frac{(\frac{1}{2})^k}{k!}
$$

(see the discussion following Theorem 5.17), which is easily seen to be at most $(1/2^k)(1/k!)$, with $k = [\sqrt{p}] - 1$. Since the first case of Fermat's Last Theorem is known at present for all $p < 6 \times 10^9$, we only need to consider larger $p$. Therefore, the total number of expected exceptions to the first case of Fermat's Last Theorem is at most

$$
\sum_{p > 6 \times 10^9} \frac{1}{[\sqrt{p}] - 1}!
$$

which is less than $10^{-300000}$.

**Proof of Theorem 6.23.** Let $\zeta = \zeta_p$. As in Chapter 1, we assume we have a solution and obtain

$$(x + \zeta^i y) = C_i^p, \quad i = 0, \ldots, p - 1,$$

where $C_i$ is an ideal of $\mathbb{Q}(\zeta_p)$. Let $C$ be the subgroup of the ideal class group generated by $C_1, \ldots, C_{p-1}$. Then $C$ is an elementary $p$-group, so $\mathbb{Z}_p[G]$ acts on $C$, where $G = \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})$. Since $C_1^a = C_a$, $C_1$ generates $C$ over the group ring, and

$$
\bigoplus_i \langle e_i C_1 \rangle = C
$$

($\langle x \rangle$ denotes the cyclic subgroup generated by $x$). Also,

$$
\bigoplus_{i \text{ odd}} \langle e_i C_1 \rangle = C^-.
$$

Therefore

$$p\text{-rank } C^- = \# \{e_i C_1 \neq 0, i \text{ odd} \}
\leq \# \{A_i \neq 0, i \text{ odd} \}
\leq i(p) \quad \text{(by Herbrand's theorem)}
< \sqrt{p} - 2 \quad \text{(by assumption)}.
$$

This type of inequality can prove useful whenever one is working with a group, such as $C$, which is cyclic as a module over the group ring, since in essence we have reversed the inequality “rank $\geq i(p)$.”
We now proceed with the proof of the theorem, following Eichler's argument. We may assume \( p > 3 \). Let \( r = \lceil \sqrt{p} \rceil - 1 \). Consider the set of all products \( C_1^{b_1} \cdots C_r^{b_r} \) with \( 0 \leq b_i < p \). The number of such products is \( p^r > p^{\text{rank}(C^-)} = |C^-| \). Therefore, two of them must agree in their \( C^- \) components, so we may divide and obtain

\[
\prod_{i=1}^{r} C_i^{a_i} \in C^+, \quad \text{with } -p < a_i < p,
\]

and some \( a_i \) is nonzero. Therefore

\[
\prod C_i^{a_i} = (\rho)S,
\]

with \( \rho \in \mathbb{Q}(\zeta_p) \) and \( S \) an ideal with \( \bar{S} = S \), so

\[
\left( \prod_{i=1}^{r} (x + \zeta^i y)^{a_i} \right) = (\rho^p)S^p.
\]

Since all the \( C_i \)'s are prime to \( p \), we may assume \( \rho \) and \( S \) are prime to \( p \). The above implies that \( S^p \) is principal in \( \mathbb{Q}(\zeta_p) \). Since the ideal class group of \( \mathbb{Q}(\zeta_p)^+ \) injects into that of \( \mathbb{Q}(\zeta_p) \), by Theorem 4.14, \( S^p \) is principal in \( \mathbb{Q}(\zeta_p)^+ \): \( S^p = (\alpha) \), with \( \bar{\alpha} = \alpha \). Since any unit of \( \mathbb{Q}(\zeta_p) \) is a root of unity times a real unit, we obtain

\[
\prod_{i=1}^{r} (x + \zeta^i y)^{a_i} = \zeta^{\mu} \varepsilon \alpha \rho^p, \quad \text{with } \mu \in \mathbb{Z} \text{ and } \varepsilon \text{ a real unit.}
\]

Therefore

\[
\prod_{i=1}^{r} (x + \zeta^{-i} y)^{a_i} = \zeta^{-\mu} \varepsilon \alpha \rho^p.
\]

By Lemma 1.8, \( \rho^p \equiv \tilde{\rho}^p \equiv \text{rational integer (mod } p) \), so

\[
\prod_{i=1}^{r} \left( \frac{x + \zeta^i y}{x + \zeta^{-i} y} \right)^{a_i} \equiv \zeta^{2\mu} \pmod{p},
\]

and

\[
\prod_{i=1}^{r} \left( \frac{x + \zeta^i y}{y + \zeta^i x} \right)^{a_i} \equiv \zeta^v \pmod{p},
\]

with \( v \equiv 2\mu - \sum ia_i \pmod{p}, v \geq 0 \). Let

\[
F(T) = \prod (x_i + T^iy_i)^{|a_i|}, \quad G(T) = \prod (y_i + T^ix_i)^{|a_i|}.
\]
Then $F$ yields the numerator and $G$ yields the denominator of the above expression, so

$$F(\zeta) \equiv \zeta^\nu G(\zeta) \pmod p,$$

so

$$F(\zeta) = \zeta^\nu G(\zeta) + pK(\zeta), \quad \text{for some } K(T) \in \mathbb{Z}[T].$$

It follows that $F(T) = T^\nu G(T) + pK(T) + (1 + T + \cdots + T^{p-1})H(T)$ for some polynomial $H(T) \in \mathbb{Q}(T)$, but since everything else has integral coefficients, $H(T) \in \mathbb{Z}[T]$. Multiply by $1 - T$, differentiate with respect to $T$, set $X = \zeta$, and reduce mod $p$. Then

$$(1 - \zeta)F'(\zeta) - F(\zeta) \equiv (1 - \zeta)\zeta^\nu G'(\zeta) - \zeta^\nu G(\zeta) + \nu(1 - \zeta)\zeta^{\nu - 1}G(\zeta) \pmod p.$$

Dividing by $F(\zeta) \equiv \zeta^\nu G(\zeta) \pmod p$, we find that

$$\frac{F'(\zeta)}{F(\zeta)} - 1 \equiv (1 - \zeta)\frac{G'(\zeta)}{G(\zeta)} - 1 + \nu(1 - \zeta)\zeta^{-1} \pmod p.$$ 

This is essentially the same as what we would have obtained if we could have taken the logarithmic derivative of $F(\zeta) \equiv \zeta^\nu G(\zeta)$ with respect to $\zeta$. The above may be rewritten as

$$\sum_{i=1}^r i|a_i|\zeta^{i-1} \frac{y_i}{x_i + \zeta^i y_i}$$

$$\equiv (1 - \zeta) \sum_{i=1}^r i|a_i|\zeta^{i-1} \frac{x_i}{y_i + \zeta^i x_i} + \nu(1 - \zeta)\zeta^{-1},$$

which is the same as

$$\sum_{i=1}^r ia_i \zeta^{i}\left(\frac{y}{x + \zeta^i y} - \frac{x}{y + \zeta^i x}\right) \equiv \nu(1 - \zeta) \pmod p.$$ 

Multiply by $\prod_{i=1}^r (x + \zeta^i y)(y + \zeta^i x)$, which is a polynomial of degree $r(r + 1)$ in $\zeta$. Let $i_0$ be the index of the first nonzero $a_i$. On the left we obtain a polynomial in $\zeta$ of degree

$$1 + i_0 + r(r + 1) - 2i_0 = 1 + r(r + 1) - i_0$$

with leading coefficient $i_0 a_{i_0}(x^2 - y^2)x^r y^r$. On the right we have a polynomial in $\zeta$ of degree $1 + r(r + 1)$ with leading coefficient $-x^r y^r v$. But

$$1 + r(r + 1) < 1 + (\sqrt{p} - 1)(\sqrt{p}) < p - 1,$$

so we have a polynomial in $\zeta$ of degree less than $p - 1$. By Lemma 19, corresponding coefficients are congruent mod $p$. It follows that $v \equiv 0 \pmod p$, so the right-hand side vanishes. The leading coefficient on the left now must vanish (mod $p$), so $x^2 \equiv y^2$, hence $x \equiv \pm y \pmod p$.

Interchanging $y$ and $z$, we may also obtain $x \equiv \pm z \pmod p$, so

$$\pm x^p \pm x^p \equiv \pm x^p,$$

which is impossible for $p > 3$. This completes the proof. \qed
NOTES

A good reference for much of this chapter is Coates [7]. See also the new edition of Ireland–Rosen [1].

For more on Gauss sums, see Ireland-Rosen [1] and Weil [1], [2], [3], [4]. Stickelberger’s theorem was proved for \( \mathbb{Q}(\zeta_p) \) by Kummer [1], and in general by Stickelberger [1]. For a proof which does not use Gauss sums, see Fröhlich [4].

There is a beautiful relation between Gauss sums and the \( p \)-adic \( \Gamma \)-function. See Gross–Koblitz [1], Lang [5], and Koblitz [4].

There are also analogues of Stickelberger’s theorem for totally real fields (G. Gras [10], Oria [3]), for group rings (McCulloh [1], [2]), and \( K \)-groups (Coates–Sinnott [1], [3]). For another extension, using Hecke characters, see Iwasawa [28].

Theorem 6.19 is due to Iwasawa [11]. The analogous formula for \( \mathbb{Q}(\zeta_n) \) and some other abelian fields has been proved by Sinnott [1], [2], [3]. For the general theory of Stickelberger ideals, see the papers of Kubert–Lang.

Theorem 6.23 has been improved slightly by Uehara [2].

EXERCISES

6.1. Let \( \mathbb{F} \) be a finite field. Show that the characters \( \psi_c(x) = \psi(cx) \) for \( c \in \mathbb{F} \) are distinct. Conclude that all additive characters of \( \mathbb{F} \) are of this form.

6.2. Suppose the characters \( \chi_i \) are multiplicative characters of \( \mathbb{F}^\times \) and that \( \chi_i^{m_i} = 1 \) for all \( i \). Let \( e_i \in \mathbb{Z} \). Show that

\[
\prod_i g(\chi_i)^{e_i} \in \mathbb{Q}(\zeta_m) \iff \prod_i \chi_i^{e_i}(a) = 1 \quad \text{for all } a \in (\mathbb{Z}/p\mathbb{Z})^\times.
\]

6.3. Let \( p \equiv 3 \pmod{4} \) be prime, let \( R \) denote the number of quadratic residues mod \( p \) in the interval \((0, p/2)\), and let \( N \) denote the number of nonresidues in this interval. Use Stickelberger’s theorem to show that \( R - N \) annihilates the ideal class group of \( \mathbb{Q}(\sqrt{-p}) \). (Historically, this was known before the class number formula) (Hint: Exercise 4.5).

6.4. Let \( \mathbb{E}/\mathbb{F} \) be an extension of finite fields, \([\mathbb{E} : \mathbb{F}] = n\), and let \( N \) be the norm for this extension. Let \( \psi_\mathbb{E} \) and \( \psi_\mathbb{F} \) be the additive characters. Let \( \chi_\mathbb{F} \) be a multiplicative character of \( \mathbb{F} \) and let \( \chi_\mathbb{E} = \chi_\mathbb{F} \circ N \), a multiplicative character of \( \mathbb{E} \). Let

\[
R = \frac{g(\chi_\mathbb{E})}{g(\chi_\mathbb{F})^n}.
\]

(a) If \( \chi_\mathbb{F}^m = 1 \), show that \( R \in \mathbb{Q}(\zeta_m) \).

(b) Show that \( R \) is a unit.

(c) Show that \( R \) has absolute value 1, hence is a root of 1.

(d) Use the Remark following Proposition 6.13 to show that \( R \) is congruent to 1 modulo primes above \( p \) (= characteristic of \( \mathbb{F} \)).
(e) (Davenport–Hasse) Conclude that for \( p > 2 \), \( g(\zeta_S) = g(\zeta_F) \) (this also works for \( p = 2 \); see the original paper by Davenport and Hasse. For a different proof, see Weil [1]).

(f) Show that if \( \zeta_S \) has order exactly \( d \) then \( \zeta_F \) has order exactly \( d \).

(d) Suppose \( F \) has \( q \) elements and \( d \mid q - 1 \). Show that the number of solutions in projective space over \( E \) of \( X^d + Y^d = Z^d \) is \( 1 + q^n - \sum_{a,b=1, a+b \neq d}^{d-1} J(\chi^a_F, \chi^b_F)^n \).

(h) Let \( \alpha \) be a root of the polynomial in the numerator of the zeta function for \( X^d + Y^d = Z^d \) over \( \mathbb{Z}/p\mathbb{Z} \). Suppose \( [F : \mathbb{Z}/p\mathbb{Z}] = e \). Show that \( \alpha^e = J(\chi^a_F, \chi^b_F) \) for some \( a, b \).

6.5. Show that for each positive integer \( d \), the equation \( X^d + Y^d = Z^d \) has nontrivial \( p \)-adic solutions for all \( p \).

6.6. (a) Use the Brauer–Siegel theorem (or Theorem 4.19) to show that the index of irregularity satisfies \( i(p) \leq p/4 + o(p) \).

(b) The probability that \( i(p) = k \) is \( e^{-1/2}(\frac{1}{2})^k/k! \) (see the discussion after Theorem 5.17). Let \( x \) be such that the expected number of \( p \leq x \) with \( i(p) = k \) is 1. Show that \( \log x \) is approximately \( k \log k \). Assuming that \( x \) is approximately equal to the first \( p \) with \( i(p) = k \), conclude that we should have \( i(p) = 0(\log p/\log \log p) \). This gives a fairly accurate estimate. The first \( p \) with \( i(p) = 5 \) is 78233, and \( \log p/\log \log p = 4.65 \).
Following Iwasawa, we show how Stickelberger elements may be used to construct $p$-adic $L$-functions. The result yields a very useful representation of these functions in terms of a power series. As an application, we obtain information about the behavior of the $p$-part of the class number in a cyclotomic $\mathbb{Z}_p$-extension and prove that the Iwasawa $\mu$-invariant vanishes for abelian number fields. Also, we show how many of the formulas we obtain have analogues in the theory of function fields over finite fields.

§7.1 Group Rings and Power Series

Let $\mathcal{O}$ be the ring of integral elements in a finite extension of $\mathbb{Q}_p$. For example, $\mathcal{O} = \mathcal{O}_x = \mathbb{Z}_p[\chi(1), \chi(2), \ldots]$ for some Dirichlet character $\chi$. Let $\mathfrak{p}$ be the maximal ideal of $\mathcal{O}$ and let $\pi$ be a generator of $\mathfrak{p}$, so $(\pi) = \mathfrak{p}$.

Let $\Gamma$ be a multiplicative topological group isomorphic to the additive group $\mathbb{Z}_p$. Let $\gamma$ be a fixed topological generator of $\Gamma$; i.e., the cyclic subgroup generated by $\gamma$ is dense in $\Gamma$. For example, we may let $\gamma$ correspond to $1 \in \mathbb{Z}_p$ under the above isomorphism, since 1 generates $\mathbb{Z}$, which is dense in $\mathbb{Z}_p$. Since the closed subgroups of $\mathbb{Z}_p$ are of the form $p^n\mathbb{Z}_p$, the closed subgroups of $\Gamma$ are of the form $\Gamma^{p^n}$. Let $\Gamma_n = \Gamma/\Gamma^{p^n}$, so $\Gamma_n$ is cyclic of order $p^n$, generated by the coset of $\gamma$.

Consider the group ring $\mathcal{O}[[\Gamma_n]]$. If $m \geq n \geq 0$ there is a natural map $\phi_{m,n} : \mathcal{O}[[\Gamma_m]] \to \mathcal{O}[[\Gamma_n]]$ induced by the map $\Gamma_m \to \Gamma_n$. Clearly

$$\mathcal{O}[[\Gamma_n]] \simeq \mathcal{O}[T]/((1 + T)^{p^n} - 1),$$

where the isomorphism is defined by

$$\gamma \mod \Gamma^{p^n} \mapsto 1 + T \mod((1 + T)^{p^n} - 1).$$
Since \((1 + T)^{p^n} - 1\) divides \((1 + T)^{p^n} - 1\) when \(m \geq n \geq 0\), there is a natural map in the polynomial rings corresponding to \(\phi_{m,n}\). If we take the inverse limit of the group rings \(\mathcal{O}[\Gamma_n]\) with respect to the maps \(\phi_{m,n}\) we get \(\mathcal{O}[[\Gamma]]\), the so-called profinite group ring of \(\Gamma\). Clearly \(\mathcal{O}[[\Gamma]] \subseteq \mathcal{O}[[[\Gamma]]]\), since an element \(\alpha \in \mathcal{O}[[\Gamma]]\) gives a sequence of elements \(\alpha_n \in \mathcal{O}[[\Gamma_n]] \) such that \(\phi_{m,n}(\alpha_m) = \alpha_n\). However, as we shall see, \(\mathcal{O}[[[\Gamma]]]\) contains more elements. In effect, it is the compactification of \(\mathcal{O}[[\Gamma]]\) and contains certain "infinite sums" of elements of \(\Gamma\). To understand \(\mathcal{O}[[[\Gamma]]]\) better, let us look at polynomial rings, since clearly

\[
\mathcal{O}[[[\Gamma]]] \simeq \lim_{\leftarrow} \mathcal{O}[T]/((1 + T)^{p^n} - 1).
\]

**Theorem 7.1.** \(\mathcal{O}[[[\Gamma]]] \simeq \mathcal{O}[[[T]]]\), the isomorphism being induced by \(\gamma \mapsto 1 + T\).

Before proceeding with the proof, we shall prove two preliminary results which are useful in their own right.

**Proposition 7.2.** Let \(f, g \in \mathcal{O}[[[T]]]\) and assume \(f = a_0 + a_1T + \cdots\), with \(a_i \in \mathcal{O}\) for \(0 \leq i \leq n - 1\), but \(a_n \in \mathcal{O}^\times\). Then we may uniquely write

\[
g = qf + r,
\]

where \(q \in \mathcal{O}[[[T]]]\) and where \(r \in \mathcal{O}[T]\) is a polynomial of degree at most \(n - 1\).

**Proof.** We first prove uniqueness, which reduces to considering \(qf + r = 0\). If \(q, r \neq 0\), we may assume that either \(\pi \not| r\) or \(\pi \not| q\). Reduction mod \(\pi\) shows that \(\pi \not| r\), so \(\pi \not| qf\). An easy argument shows that since \(\pi \not| f\) we must have \(\pi \not| q\), which gives a contradiction. So \(q = r = 0\).

The existence is a little more difficult. Define an operator \(\tau = \tau_n: \mathcal{O}[[[T]]] \to \mathcal{O}[[[T]]]\) by

\[
\tau \left( \sum_{i=0}^{\infty} b_i T^i \right) = \sum_{i=n}^{\infty} b_i T^{i-n}.
\]

In essence, \(\tau\) is a "shift operator." Clearly \(\tau\) is \(\mathcal{O}\)-linear and satisfies

(i) \(\tau(T^n h(T)) = h(T)\) for all \(h(T) \in \mathcal{O}[[[T]]]\);

(ii) \(\tau(h(T)) = 0 \iff h(T) \in \mathcal{O}[T]\) with \(\deg h(T) \leq n - 1\).

We may write

\[
f(T) = \pi P(T) + T^n U(T),
\]

where \(P(T)\) is a polynomial of degree less than \(n\) and \(U(T) = a_n + a_{n+1}T + \cdots = \tau(f(T))\). Since \(a_n \in \mathcal{O}^\times\), \(U(T)\) is a unit of the power series ring. Let

\[
q(T) = \frac{1}{U(T)} \sum_{j=0}^{\infty} (-1)^j \pi^j \left( \frac{P}{U} \right)^j \circ \tau(g).
\]
Here, for example,
\[
\left( \tau \circ \frac{P}{U} \right)^2 \circ \tau(g) = \tau \left( \frac{P}{U} \left( \frac{P}{U} \tau(g) \right) \right).
\]

Note that possibly each summand contributes, say, to the constant term. But the factor \( \pi^j \) makes the sum of these contributions converge. So \( q(T) \) is well-defined power series in \( \mathcal{O}[[T]] \). Since
\[
q f = \pi q P + T^n q U,
\]
we have
\[
\tau(q f) = \pi \tau(q P) + \tau(T^n q U) = \pi \tau(q P) + q U.
\]

But
\[
\pi \tau(q P) = \pi \left( \tau \circ \frac{P}{U} \right) \circ \left( \sum_{j=0}^{\infty} (-1)^j \pi^j \left( \tau \circ \frac{P}{U} \right)^j \circ \tau(g) \right) = \tau(g) - q U.
\]

Therefore
\[
\tau(q f) = \tau(g).
\]

By (ii) above, \( g = q f + r \), where \( \deg r \leq n - 1 \). This completes the proof of Proposition 7.2. \( \square \)

**Definition.** \( P(T) \in \mathcal{O}[T] \) is called *distinguished* if \( P(T) = T^n + a_{n-1} T^{n-1} + \cdots + a_0 \) with \( a_i \in \mathcal{O}^\times \) for \( 0 \leq i \leq n - 1 \). (Note that \( P(T) \) is almost an Eisenstein polynomial. But we allow \( \pi^2 \mid a_0 \), so we do not necessarily have irreducibility).

**Theorem 7.3** (\( p \)-adic Weierstrass Preparation Theorem). Let
\[
f(T) = \sum_{i=0}^{\infty} a_i T^i \in \mathcal{O}[[T]],
\]
and assume for some \( n \) we have \( a_i \in \mathcal{O} \), \( 0 \leq i \leq n - 1 \), but \( a_n \notin \mathcal{O}^\times \) (so \( a_n \in \mathcal{O} \)). Then \( f \) may be uniquely written in the form \( f(T) = P(T) U(T) \), where \( U(T) \in \mathcal{O}[[T]] \) is a unit and \( P(T) \) is a distinguished polynomial of degree \( n \).

More generally, if \( f(T) \in \mathcal{O}[[T]] \) is nonzero, then we may uniquely write
\[
f(T) = \pi^n P(T) U(T)
\]
with \( P \) and \( U \) as above and \( \mu \) a nonnegative integer.

**Proof.** The second part clearly follows from the first part if we factor as large a power of \( \pi \) as possible from the coefficients of \( f(T) \).
To prove the first part, let \( g(T) = T^n \) in Proposition 7.2. Then
\[
T^n = q(T)f(T) + r(T), \quad \text{with } \deg r \leq n - 1.
\]

Since
\[
q(T)f(T) \equiv q(T)(a_n T^n + \text{higher terms}) \pmod{\pi},
\]
we must have \( r(T) \equiv 0 \pmod{\pi} \). Therefore \( P(T) = T^n - r(T) \) is a distinguished polynomial of degree \( n \). Let \( q_0 \) be the constant term of \( q(T) \). Comparing coefficients of \( T^n \), we have \( 1 \equiv q_0 a_n \pmod{\pi} \). Therefore \( q_0 \in \mathcal{O}^\times \), so \( q(T) \) is a unit. Let \( U(T) = 1/q(T) \). Then \( f(T) = P(T)U(T) \), as desired. Since any distinguished polynomial of degree \( n \) can be written as \( P(T) = T^n - r(T) \), we may transform the equation \( f(T) = P(T)U(T) \) back to
\[
T^n = U(T)^{-1}f(T) + r(T).
\]
The uniqueness statement of Proposition 7.2 now implies the uniqueness of \( P \) and \( U \). This completes the proof of Theorem 7.3.

\[ \text{Corollary 7.4.} \quad \text{Let } f(T) \in \mathcal{O}[[T]] \text{ be nonzero. Then there are only finitely many } x \in \mathbb{C}_p, |x| < 1, \text{ with } f(x) = 0. \]

\[ \text{Proof.} \quad \text{Assume } f(x) = 0. \text{ Write } f(T) = \pi^u P(T) U(T), \text{ as above. Since } U(T) \text{ is invertible, } U(x) \neq 0. \text{ Therefore } P(x) = 0. \text{ The result follows.} \]

\[ \text{Lemma 7.5.} \quad \text{Suppose } P(T) \in \mathcal{O}[T] \text{ is a distinguished polynomial, and let } g(T) \in \mathcal{O}[T] \text{ be arbitrary. If } g(T)/P(T) \in \mathcal{O}[[T]] \text{ then } g(T)/P(T) \in \mathcal{O}[T]. \]

\[ \text{Proof.} \quad \text{Suppose } g(T) = f(T)P(T) \text{ for some } f(T) \in \mathcal{O}[[T]]. \text{ Let } x \in \mathbb{C}_p \text{ be a zero of } P(T). \text{ Then } 0 = P(x) = x^n + (\text{multiple of } \pi), \]
so \(|x| < 1\). Hence \( f(x) \) converges, so \( g(x) = 0 \). Dividing by \( T - x \), and working in a larger ring if necessary, we continue this process and find that \( P(T) \) divides \( g(T) \) as polynomials, therefore in \( \mathcal{O}[T] \). This completes the proof of Lemma 7.5.

We now prove Theorem 7.1. It suffices to show that
\[
\mathcal{O}[[T]] \simeq \lim_{\to} \mathcal{O}[T] / \langle (1 + T)^{p^n} - 1 \rangle.
\]

Note that \( P_n(T) = (1 + T)^{p^n} - 1 \) is a distinguished polynomial. In fact, we can say more. The ideal \( (\pi, T) \supseteq (p, T) \) is a maximal ideal of \( \mathcal{O}[T] \) and also gives the maximal ideal of \( \mathcal{O}[[T]] \). Clearly \( P_0(T) \in (p, T) \). Since
\[
\frac{P_{n+1}(T)}{P_n(T)} = (1 + T)^{p^{n(p-1)}} + (1 + T)^{p^{n(p-2)}} + \cdots + 1 \in (p, T)
\]
(i.e., \( p \) divides the constant term), induction implies that \( P_n(T) \in (p, T)^{n+1} \).
By Proposition 7.2, there is a natural map from $\mathcal{O}[[T]]$ to $\mathcal{O}[T]$ mod $P_n(T)$ for each $n$. Namely, $f(T) \mapsto f_n(T)$, where $f(T) = q_n(T)P_n(T) + f_n(T)$, with $\deg f_n < p^n$. If $m \geq n \geq 0$, then

$$f_m(T) = f_n(T) - \left(q_n - \frac{P_m}{P_n} q_m\right)P_n.$$

By Lemma 7.5, $f_m \equiv f_n \pmod{P_n}$, as polynomials. Therefore

$$(f_0, f_1, \ldots) \in \varprojlim \mathcal{O}[T]/(P_n(T)).$$

This gives us the map from the power series ring to the inverse limit. If $f_n = 0$ for all $n$ then $P_n$ divides $f$ for all $n$. Therefore $f \in \bigcap_{n=0}^{\infty} (p, T)^{n+1} = 0$, so the map is injective.

We now show it is surjective. Suppose $(f_0, f_1, \ldots)$ is in the inverse limit. Then, for $m \geq n \geq 0$, $f_m \equiv f_n \pmod{P_n}$, therefore $(\text{mod}(p, T)^{n+1})$. Therefore, the constant terms are congruent mod $p^{n+1}$, the linear terms mod $p^n$, etc. So the coefficients of the terms form Cauchy sequence (Alternatively, $f = \lim f_n$ exists since $\mathcal{O}[[T]]$ is complete in the $(p, T)$-adic topology). Let $f(T) = \lim f_n(T) \in \mathcal{O}[[T]]$. We must show $f \mapsto (f_0, f_1, \ldots)$. If $m \geq n \geq 0$ then $f_m - f_n = q_{m,n} P_n$ for some $q_{m,n} \in \mathcal{O}[T]$. Let $m \to \infty$. Then

$$q_{m,n} = \frac{f_m - f_n}{P_n} \to \frac{f - f_n}{P_n}.$$

Since $q_{m,n} \in \mathcal{O}[T]$, the limit must be in $\mathcal{O}[[T]]$ (i.e., no denominators), so

$$f = (P_n) \left(\lim_m q_{m,n}\right) + f_n.$$

Therefore $f \mapsto (f_0, f_1, \ldots)$. This completes the proof of Theorem 7.1. 


§7.2 p-adic L-functions

We can now construct $p$-adic $L$-functions. The strategy is as follows. First, we use Stickelberger elements to obtain an element of $\mathcal{O}[\Gamma_n]$ for each $n$, where $\mathcal{O}$ is an approximate ring. These elements are “compatible,” so they give an element of $\mathcal{O}[[\Gamma]]$, therefore a power series in $\mathcal{O}[[T]]$. This power series will give us the $p$-adic L-functions.

Let $q = p$ if $p \neq 2$, $q = 4$ if $p = 2$. The Galois group of $\mathbb{Q}(\zeta_{q^p})/\mathbb{Q}$ is $(\mathbb{Z}/q^p\mathbb{Z})^\times$. If we let

$$\mathbb{Z}(\zeta_{q^p}) = \bigcup_{n \geq 0} \mathbb{Q}(\zeta_{q^p}),$$

then it follows from infinite Galois theory that

$$\text{Gal}(\mathbb{Q}(\zeta_{q^p})/\mathbb{Q}) = \varprojlim (\mathbb{Z}/q^p\mathbb{Z})^\times = \mathbb{Z}_p^\times.$$
More explicitly, let \( a = \sum a_i p^i \in \mathbb{Z}_p^\times \), and let \( \zeta = \zeta_{p^n} \) for some \( n \). Then
\[
\sigma_a(\zeta) = \zeta^a = \prod_i \zeta^{a_i p^i},
\]
which is a finite product since \( \zeta^{p^i} = 1 \) for \( i \geq n \). Clearly \( \sigma_a \) gives an automorphism of \( \mathbb{Q}(\zeta_{q p^n}) \), and a moment's reflection shows that every automorphism must be of this form, since we know what happens at each finite level. Now,
\[
\mathbb{Z}_p^\times \cong (\mathbb{Z}/q\mathbb{Z})^\times \times (1 + q\mathbb{Z}_p) \cong (\mathbb{Z}/q\mathbb{Z})^\times \times \mathbb{Z}_p,
\]
the isomorphism being given by
\[
a \mapsto (\omega(a) \mod q, \langle a \rangle) \mapsto \left( \omega(a) \mod q, \frac{\log_p \langle a \rangle}{\log_p(1 + q)} \right).
\]
Also, observe that \( 1 + q \) is a topological generator for \( 1 + q\mathbb{Z}_p \); i.e., \((1 + q)^{\mathbb{Z}_p} = 1 + q\mathbb{Z}_p\).

Let \( d \) be a positive integer with \( (p, d) = 1 \). We assume \( d \not\equiv 2 \pmod{4} \) (hence \( qp^n d \not\equiv 2 \pmod{4} \) for \( n \geq 0 \)). Let \( q_n = qp^n d \), \( K_n = \mathbb{Q}(\zeta_{q_n}) \), and \( K_\infty = \bigcup_{n \geq 0} \mathbb{Q}(\zeta_{q_n}) \). Then \( K_n = K_0(\zeta_{q p^n}) \) and \( K_\infty = K_0(\zeta_{q p}) \). It follows easily that
\[
\text{Gal}(K_\infty/\mathbb{Q}) \cong \Delta \times \Gamma.
\]
where
\[
\Delta = \text{Gal}(K_0/\mathbb{Q}) \quad \text{and} \quad \Gamma = \text{Gal}(K_\infty/K_0) \cong \mathbb{Z}_p.
\]
More explicitly, \( \Gamma = 1 + q_0\mathbb{Z}_p = (1 + q_0)^{\mathbb{Z}_p} \), so \( 1 + q_0 \) gives a topological generator. The elements of \( \Gamma \) which fix \( K_n \) are clearly those in
\[
1 + q_n\mathbb{Z}_p = (1 + q_0)^{p^n \mathbb{Z}_p} = \Gamma^{p^n}.
\]
Therefore \( \text{Gal}(K_n/K_0) = \Gamma/\Gamma^{p^n} = \Gamma_n \). Finally,
\[
\text{Gal}(K_n/\mathbb{Q}) \cong \Delta \times \Gamma_n.
\]
Corresponding to this decomposition, we write
\[
\sigma_a = \delta(a) \gamma_n(a), \quad \text{with } \delta(a) \in \Delta, \gamma_n(a) \in \Gamma_n.
\]

Let \( \chi \) be a Dirichlet character whose conductor is of the form \( dp^j \) for some \( j \geq 0 \). Regarding \( \chi \) as a character of \( \text{Gal}(K_n/\mathbb{Q}) \), we see that we may uniquely write
\[
\chi = \theta \psi,
\]
where \( \theta \in \hat{\Delta}, \psi \in \hat{\Gamma}_n \). Then \( \theta \) is a character with conductor \( d \) or \( q d \) (hence \( pq \chi f_{\theta} \)), while \( \psi \) is a character of \( \Gamma_n \), so \( \psi \) has \( p \)-power order and is either trivial or has conductor of the form \(qp^j\) with \( j \geq 1 \). We call \( \theta \) a character of the first kind and \( \psi \) a character of the second kind. Note that the characters of the first kind are associated with \( K_0 \), while those of the second kind are associated with the subfield of \( \mathbb{Q}(\zeta_{q p^n}) \) of degree \( p^n \) over \( \mathbb{Q} \). Therefore the
characters of the first kind correspond to tame ramification at \( p \) (i.e., \( p \) does not divide the ramification index of \( p \)), if \( p \neq 2 \), while those of the second kind correspond to wild ramification. Observe that \( \psi \) is an even character since it corresponds to a real field. Therefore, if \( \chi \) is even then \( \theta \) is even.

We now consider Stickelberger elements. Assume \( \chi = \theta\psi \) is an even character, and let \( \theta^* = \omega \theta^{-1} \), so \( \theta^* \) is odd. Let

\[
\xi_n = -\frac{1}{q_n} \sum_{0 < a < q_n, (a, q_n) = 1} a\delta(a)^{-1}\gamma_n(a)^{-1}
\]

\((-1) \times \text{Stickelberger})

and let

\[
\eta_n = (1 - (1 + q_0)\gamma_n(1 + q_0)^{-1})\xi_n
\]

\[
= -\sum_a \left( \left\{ \frac{a(1 + q_0)}{q_n} \right\} \right) \left( 1 + q_0 \right) \left\{ \frac{a}{q_n} \right\} \delta(a)^{-1} \gamma_n(a)^{-1} \gamma_n(1 + q_0)^{-1}
\]

Note that \( \eta_n \in \mathbb{Z}_p[\Delta \times \Gamma_n] \). Let

\[
\varepsilon_{\theta \ast} = \frac{1}{|\Delta|} \sum_{\delta \in \Delta} \theta^\ast(\delta)\delta^{-1}
\]

be the idempotent for \( \theta^\ast \). Then \( \varepsilon_{\theta \ast} \xi_n = \xi_n(\theta)\varepsilon_{\theta \ast} \) and \( \varepsilon_{\theta \ast} \eta_n = \eta_n(\theta)\varepsilon_{\theta \ast} \), where

\[
\xi_n(\theta) = -\frac{1}{q_n} \sum_a a\theta\omega^{-1}(a)\gamma_n(a)^{-1} \in K_\theta[\Gamma_n]
\]

and

\[
\eta_n(\theta) = (1 - (1 + q_0)\gamma_n(1 + q_0)^{-1})\xi_n(\theta)
\]

\[
= \sum_a \left( \left\{ \frac{a(1 + q_0)}{q_n} \right\} - \left\{ \frac{a(1 + q_0)}{q_n} \right\} \right) \times \theta\omega^{-1}(a)\gamma_n(a)^{-1} \gamma_n(1 + q_0)^{-1}
\]

\( \in \mathcal{O}_\theta[\Gamma_n] \).

\( (K_\theta = \mathbb{Q}_p(\theta(1), \theta(2), \ldots), \mathcal{O}_\theta = \mathbb{Z}_p[\theta(1), \theta(2), \ldots]) \).

Proposition 7.6. (a) \( \frac{1}{2} \eta_n(\theta) \in \mathcal{O}_\theta[\Gamma_n] \);
(b) if \( \theta \neq 1 \) then \( \frac{1}{2} \xi_n(\theta) \in \mathcal{O}_\theta[\Gamma_n] \);
(c) if \( m \geq n \geq 0 \) then \( \eta_m(\theta) \leftrightarrow \eta_n(\theta) \) and \( \xi_m(\theta) \leftrightarrow \xi_n(\theta) \) under the natural map from \( K_\theta[\Gamma_m] \) to \( K_\theta[\Gamma_n] \).

PROOF. (a) is obvious except when \( p = 2 \). To take care of this case, note that \( \gamma_n(a) = \gamma_n(q_n - a) \) but \( \theta\omega^{-1}(q_n - a) = -\theta\omega^{-1}(a) \). The terms for \( a \) and \( q_n - a \) in \( \frac{1}{2} \eta_n(\theta) \) combine to give

\[
\frac{1}{2} \left( \left\{ \frac{a}{q_n} \right\} - \left\{ \frac{a(1 + q_0)}{q_n} \right\} \right) \left( 1 + q_0 \right) \left( 1 - \left\{ \frac{a}{q_n} \right\} \right) + \left( 1 - \left\{ \frac{a(1 + q_0)}{q_n} \right\} \right)
\]

\[
= (1 + q_0) \left\{ \frac{a}{q_n} \right\} - \left\{ \frac{a(1 + q_0)}{q_n} \right\} - \frac{q_0}{2} \in \mathbb{Z}_p.
\]

This proves (a).
We now prove (c). Under the map $\Gamma_m \to \Gamma_n$, we have $\gamma_m(a) \mapsto \gamma_n(a)$. Therefore

$$\xi_m(\theta) \mapsto \xi_n(\theta) \overset{\text{def}}{=} -\frac{1}{q_m} \sum_{0 < a < q_m \atop (a, q_0) = 1} a\theta \omega^{-1}(a)\gamma_n(a)^{-1}.$$ 

The set of $\gamma_m(a)$ which map to $\gamma_n(b)$ is

$$\{\gamma_m(b + iq_n) \mid 0 \leq i < p^{m-n}\}.$$ 

Since

$$\sum_{0 \leq i < p^{m-n}} (b + iq_n)\theta \omega^{-1}(b + iq_n) = \theta \omega^{-1}(b) \sum_i (b + iq_n) = \frac{q_m}{q_n} \theta \omega^{-1}(b) \left(b + \frac{p^{m-n} - 1}{2} q_n\right),$$

we have

$$\xi_n(\theta) = \xi_n(\theta) - \frac{(p^{m-n} - 1)}{2} \sum_{0 < b < q_n \atop (b, q_0) = 1} \theta \omega^{-1}(b)\gamma_n(b)^{-1}.$$ 

Since $\gamma_n(b) = \gamma_n(q_n - b)$, but $\theta \omega^{-1}(q_n - b) = -\theta \omega^{-1}(b)$, the second sum vanishes. Therefore $\xi_m(\theta) \mapsto \xi_n(\theta)$.

Also, $1 - (1 + q_0)\gamma_m(1 + q_0)^{-1} \mapsto 1 - (1 + q_0)\gamma_n(1 + q_0)^{-1}$, so $\eta_m(\theta) \mapsto \eta_n(\theta)$. This proves (c).

For (b), we use a slightly longer proof than is necessary, since it gives additional information which will be useful later.

**Lemma 7.7.** $\gamma_n(a) = \gamma_n(b) \iff \langle a \rangle \equiv \langle b \rangle \mod q^n$.

**Proof.** The decomposition $\sigma_a = \delta(a)\gamma_n(a)$ corresponds to $Q(\zeta_{q_n}) = Q(\zeta_{q_0}) \cdot B_n$, where $B_n$ is the subfield of $Q(\zeta_{q_0})$ which is cyclic of degree $p^n$ over $Q$. Since $\sigma_a$ restricted to $B_n$ depends only on $\langle a \rangle \mod q^n$ (the $\omega(a)$-part gives the action on $Q(\zeta_q)$), the lemma follows. \(\square\)

Let $R$ denote the set of $(p - 1)st$ roots of unity (2nd roots of 1 if $p = 2$) in $\mathbb{Z}_p$. Then $\gamma_n(a) = \gamma_n(b) \iff \langle a/b \rangle \equiv 1 \mod q^n \iff a/b \equiv \omega(a/b) \iff a \equiv b\alpha \mod q^n$ for some $\alpha \in R$. If $a \in \mathbb{Z}_p$, let $s_n(a)$ be the unique integer satisfying

$$s_n(a) \equiv a \mod q^n, \quad 0 \leq s_n(a) < q^n.$$ 

Actually, $s_n(a)$ is a partial sum of the $p$-adic expansion of $a$. The above may be rephrased as $s_n(a) = s_n(b\alpha)$. The set of numbers $a$ with $0 < a < q_n$ such that $s_n(a) = s_n(b\alpha)$ is

$$\{s_n(b\alpha) + iq^n \mid 0 \leq i \leq d - 1\}.$$
(Recall $q_0 = dq$). Finally, let $T$ denote a set of representatives of elements of $(\mathbb{Z}/q_n\mathbb{Z})^\times$ such that

$$\Gamma_n = \{\gamma_n(b) \mid b \in T\}.$$

We have

$$\frac{1}{2} \xi_n(\theta) = -\frac{1}{2q_n} \sum_{b \in T} \sum_{\gamma_n(a) = \gamma_n(b)} a \theta \omega^{-1}(a) \gamma_n(b)^{-1}$$

$$= -\frac{1}{2q_n} \sum_{b \in T} \sum_{\alpha \in R} \sum_{i=0}^{d-1} (s_n(b \alpha) + iq^n \theta \omega^{-1}(s_n(b \alpha) + iq^n) \gamma_n(b)^{-1}.$$ 

If $\alpha \in R$ then $-\alpha \in R$, so we let $R'$ be a set of representatives for $R \mod \{\pm 1\}$. Clearly

$$s_n(-b \alpha) = qp^n - s_n(b \alpha) \quad \text{(if } b \alpha \neq 0),$$

so

$$\theta \omega^{-1}(s_n(-b \alpha) + (d - 1 - i)qp^n) = \theta \omega^{-1}(-(s_n(b \alpha) - iq^n + dqp^n)$$

$$= -\theta \omega^{-1}(s_n(b \alpha) + iq^n).$$

(Recall $f_{\theta \omega^{-1}}$ divides $q_n = dqp^n$).

We now assume $d > 1$. Combining the term $(\alpha, i)$ with $(-\alpha, d - 1 - i)$, we obtain

$$-\frac{1}{2q_n} \sum_{b \in T} \sum_{\alpha \in R'} \sum_{i=0}^{d-1} (s_n(b \alpha) + iq^n - q^n + s_n(b \alpha)$$

$$= -\frac{1}{q_n} \sum_{b \in T} \sum_{\alpha \in R'} \sum_{i=0}^{d-1} \left(s_n(b \alpha) + iq^n - \frac{q_n}{2}\right) \theta \omega^{-1}(s_n(b \alpha) + iq^n) \gamma_n(b)^{-1}.$$ 

Lemma 7.8. Suppose $s, t \in \mathbb{Z}, (t, d) = 1$. Then

$$\sum_{i=0}^{d-1} \theta \omega^{-1}(s + itq) = 0.$$ 

Proof. If $p \not| f_{\theta \omega^{-1}}$, then $f_{\theta \omega^{-1}} = d$. Since $s + itq$ runs through a complete set of residue classes mod $d$, the result follows. Now suppose $p \mid f_{\theta \omega^{-1}}$, so the conductor is $qd$. If $p \mid s$ then all terms in the sum are 0. If $p \not| s$ then $s + itq$ runs through all residue classes mod $d$, but is fixed mod $p$. Since $f_{\theta \omega^{-1}} > q$, there is an integer $u \equiv 1 \pmod{q}$ with $\theta \omega^{-1}(u) \neq 1, 0$. Multiplication by $\theta \omega^{-1}(u)$ permutes the sum, which must therefore be 0. This proves the lemma.

We now have

$$\frac{1}{2} \xi_n(\theta) = -\sum_{b \in T} \sum_{\alpha \in R} \sum_{i=0}^{d-1} \frac{i}{d} \theta \omega^{-1}(s_n(b \alpha) + iq^n) \gamma_n(b)^{-1}.$$ 

Since $p \not| d$, it follows that $\frac{1}{2} \xi_n(\theta) \in O[\Gamma_n]$. 

If $d = 1$, then $\theta$ is a power of $\omega$ and $q_n = qp^n$. Since $\theta \neq 1$ and $\theta$ is even, we cannot have $p = 2$ (or 3). Therefore we may ignore the 2 in the denominator. We find from the above that

$$\frac{1}{2} \xi_n(\theta) = -\frac{1}{2qp^n} \sum_{b \in T} \sum_{z \in R} s_n(bz) \theta \omega^{-1}(s_n(bz)) \gamma_n(b)^{-1}.$$

Since $s_n(bz) \equiv bz \pmod{qp^n}$, we have

$$\theta \omega^{-1}(s_n(bz)) = \theta \omega^{-1}(b) \theta \omega^{-1}(z) = \theta \omega^{-1}(b) \theta(z) z^{-1}.$$

Consequently

$$\frac{1}{2} \xi_n(\theta) \equiv -\frac{1}{2qp^n} \sum_{b \in T} \sum_{z \in R} bz \theta \omega^{-1}(b) \theta(z) z^{-1} \gamma_n(b)^{-1}$$

$$\equiv 0 \pmod{\mathcal{O}_\theta}, \text{ since } \sum \theta(z) = 0.$$

This completes the proof of (b), hence of Proposition 7.6. \qed

For future reference, we record part of what we just proved.

**Proposition 7.9.** Assume $\theta \neq 1$.

(a) If $f_\theta = q$, then

$$\frac{1}{2} \xi_n(\theta) = -\frac{1}{2qp^n} \sum_{b \in T} \sum_{z \in R} s_n(bz) \theta \omega^{-1}(bz) \gamma_n(b)^{-1};$$

(b) if $f_\theta \neq q$, then

$$\frac{1}{2} \xi_n(\theta) = -\frac{1}{d} \sum_{b \in T} \sum_{z \in R} \sum_{i=0}^{d-1} i \theta \omega^{-1}(s_n(bz) + iq^n) \gamma_n(b)^{-1}. \quad \square$$

Combining Theorem 7.1 and Proposition 7.6, we find that there are power series $f, g, h \in \mathcal{O}_\theta[[T]]$ such that

$$\lim \xi_n(\theta) \leftrightarrow f(T, \theta) \quad \text{ (if } \theta \neq 1)$$

$$\lim \eta_n(\theta) \leftrightarrow g(T, \theta)$$

$$\lim 1 - (1 + q_0) \gamma_n(1 + q_0)^{-1} \leftrightarrow h(T, \theta).$$

It is easy to see that

$$h(T, \theta) = 1 - \frac{1 + q_0}{1 + T}.$$

Also,

$$f(T, \theta) = \frac{g(T, \theta)}{h(T, \theta)}.$$

If $\theta = 1$, we take this as the definition of $f(T, \theta)$.  

Theorem 7.10. Let $\chi = \theta \psi$ be an even Dirichlet character ($\theta =$ first kind, $\psi =$ second kind), and let $\zeta_\psi = \psi(1 + q_0)^{-1} = \chi(1 + q_0)^{-1}$ (= a root of unity of p-power order). Then

$$L_p(s, \chi) = f(\zeta_\psi(1 + q_0)^s - 1, \theta).$$

Remark. This is a very useful result. Note the essential difference between the contributions from the characters of the first and second kinds. This will be used in the proof of Theorem 7.14, and it is what one expects from analogy with function fields (Section 7.4).

Proof. Observe first that if $|s| < qp^{-1/(p-1)}$ then

$$|1 + q_0|^s - 1| = |exp(s \log_p(1 + q_0)) - 1| < 1,$$

and since $\zeta_\psi$ is of p-power order, $|\zeta_\psi(1 + q_0)^s - 1| < 1.$ Therefore the right-hand side converges and is an analytic function of $s.$ Consequently, we only need to prove the above equality for $s = 1 - m,$ where $m$ is a positive integer.

We shall work with $\eta_n(\theta)$ and $g(T, \theta)$ since, in all cases, they have integral coefficients. Let $\psi(a) = \log_p(\langle a \rangle) \log_p(1 + q_0).$ Since $y_n(1 + q_0)$ corresponds to $1 + T,$ it follows that $y_n(a) = y_n(1 + q_0)^{i(a)}$ corresponds to $(1 + T)^{i(a)}$ (mod$(1 + T)p^n - 1).$ From the definition of $\eta_n(\theta),$ we have

$$g(T, \theta) \equiv \sum_{0 < a < q_n \atop (a, q_n) = 1} \left((1 + q_0)\left[\frac{a}{q_n}\right] - \left(\frac{1 + q_0}{q_n}\right)\right) \times \theta \omega^{-1}(a)(1 + T)^{-i(a) - 1} \left(\mod(1 + T)p^n - 1\right).$$

Let $(1 + q_0)a = a_1 + a_2 q_n,$ with $0 \leq a_1 < q_n.$ Then $i(a) + 1 = i((1 + q_0)a) \equiv i(a_1) \mod p^n,$ and

$$g(T, \theta) = \sum_{a} a_2 a_1^{-1}(a_1)(1 + T)^{-i(a_1)} \left(\mod(1 + T)p^n - 1\right).$$

If $m$ is a positive integer and $n$ is sufficiently large, then

$$g(\zeta_\psi(1 + q_0)^{1-m} - 1, \theta) \equiv \sum_{a} a_2 \theta \omega^{-1}(a_1)(\zeta_\psi^{-1}(1 + q_0)^{m-1})^{i(a_1)} \mod q_n,$$

since

$$(1 + T)p^n - 1 = (\zeta_\psi(1 + q_0)^{1-m})p^n - 1 = (1 + q_0)^{(1-m)p^n} - 1 \equiv 0 \left(\mod q_n\right).$$

But $\zeta_\psi^{-i(a_1)} = \psi(1 + q_0)^{i(a_1)} = \psi(a_1),$ and $(1 + q_0)^{i(a_1)} = \langle a_1 \rangle.$ Therefore

$$g(\zeta_\psi(1 + q_0)^{1-m} - 1, \theta) \equiv \sum_{a} a_2 \theta \omega^{-1}(a_1)\psi(a_1)\langle a_1 \rangle^{m-1} \equiv \sum_{a} a_2 \psi \omega^{-m}(a_1)^{m-1} \left(\mod q_n\right).$$
If \( n \) is large enough that \( f_t | q_n \), then \( \chi \omega^{-m}(1 + q_0)a = \chi \omega^{-m}(a_1) \). Also,

\[
((1 + q_0)a)^m \equiv a_1^m + ma_1^{m-1}q_n a_2 \pmod{q_n^2},
\]

so

\[
\chi \omega^{-m}(1 + q_0)(1 + q_0)^m \sum_a \chi \omega^{-m}(a)a^m
\]

\[
\equiv \sum_a \chi \omega^{-m}(a_1)a_1^m + mq_n \sum a_2 \chi \omega^{-m}(a_1)a_1^{m-1} \pmod{q_n^2}.
\]

Note that this last term is the one we need to evaluate in the above. As \( a \) runs from 1 to \( q_n \), so does \( a_1 \), so the first two terms are the same. Also, \( \chi \omega^{-m}(1 + q_0) = \chi(1 + q_0) \). We obtain

\[
g(\xi(1 + q_0)^{1-m} - 1, \theta)
\]

\[
= ((1 + q_0)^m \chi(1 + q_0) - 1) \frac{1}{m} \lim_{n \to \infty} \frac{1}{q_n} \sum_{0 < a < q_n} \chi \omega^{-m}(a)a^m
\]

\[
= -h(\xi(1 + q_0)^{1-m} - 1) \frac{1}{m} \lim_{n \to \infty} \frac{1}{q_n} \sum \chi \omega^{-m}(a)a^m.
\]

The following lemma completes the proof of the theorem.

**Lemma 7.11.**

\[
\lim_{n \to \infty} \frac{1}{q_n} \sum_{0 < a < q_n} \chi \omega^{-m}(a)a^m = (1 - \chi \omega^{-m}(p)p^{m-1})B_{m, \chi \omega^{-m}}.
\]

**PROOF.** From Proposition 4.1 (recall \( B_m(X) = \sum (\beta)^m B_2 X^{m-1} \)),

\[
B_{m, \chi \omega^{-m}} = \frac{1}{q_n} \sum_{j=1}^{q_n} \chi \omega^{-m}(j)q_n B_m \left( \frac{j}{q_n} \right)
\]

\[
\equiv \frac{1}{q_n} \sum_j \chi \omega^{-m}(j) \left( j^m - \frac{m}{2} j^{m-1} q_n \right) \pmod{1/p q_n}
\]

\( (1/p \text{ takes care of the 6 in the denominator of } B_2) \). Since

\[
\chi \omega^{-m}(q_n - j) \cdot (q_n - j)^{m-1} \equiv -\chi \omega^{-m}(j)^{m-1} \pmod{q_n},
\]

we may pair terms to obtain

\[
\sum_j \chi \omega^{-m}(j)^{m-1} \equiv 0 \pmod{q_n}.
\]

Therefore

\[
B_{m, \chi \omega^{-m}} = \lim_{n \to \infty} \frac{1}{q_n} \sum_{j=1}^{q_n} \chi \omega^{-m}(j)^m.
\]
Finally, we obtain
\[
(1 - \chi \omega^{-m}(p)p^{m-1})B_{m, \chi \omega^{-m}} = \lim_{q_n \to \infty} \frac{1}{q_n} \sum_{j=1}^{q_n} \chi \omega^{-m}(j)j^m - \lim_{q_n \to \infty} \frac{1}{q_n} \sum_{j=1}^{q_n-1} \chi \omega^{-m}(pj)(pj)^m
\]
\[
= \lim_{q_n \to \infty} \frac{1}{q_n} \sum_{j=1}^{q_n} \chi \omega^{-m}(j)j^m
\]
\[
= \lim_{q_n \to \infty} \frac{1}{q_n} \sum_{(j, q_0) = 1}^{q_n} \chi \omega^{-m}(j)j^m.
\]
This completes the proof of the lemma, and also of Theorem 7.10. \[\square\]

\section*{7.3 Applications}

Theorem 7.10 has many applications. For example, the congruences of Chapter 5 may be generalized (see the Exercises). In the following, we shall give an application to class numbers, but first we need a result about $g(T, \theta)$.

\textbf{Lemma 7.12.} If $\theta = 1$, then $\frac{1}{2}g(T, \theta)$ is a unit of $\mathbb{Z}[\lbrack \lbrack T \rbrack \rbrack]$.

\textbf{Proof.} By Theorem 7.10,
\[
f(0, 1) = -B_{1, \omega^{-1}} = -\frac{1}{q} \sum_{a=1}^{q} \omega^{-1}(a)a \equiv \frac{1}{p} \mod \mathbb{Z}_p,
\]
since $\omega(a) \equiv a \pmod{q}$. Also
\[
h(0, 1) = -q.
\]
Therefore
\[
\frac{1}{2}g(0, 1) = \frac{1}{2}f(0, 1)h(0, 1) \equiv -\frac{q}{2p} \mod \frac{q}{2}\mathbb{Z}_p.
\]
It follows that $\frac{1}{2}g(0, 1) \not\equiv 0 \pmod{p}$, so the constant term of $\frac{1}{2}g$ is a unit. This completes the proof. \[\square\]

\textbf{Theorem 7.13.} Let $(d, p) = 1$, $q_n = qdp^n$, and $h_n^{-} = h^{-}(\mathbb{Q}(\zeta_{q_n}))$. We assume $d \not\equiv 2 \pmod{4}$. Then
\[
\frac{h_n^{-}}{h_0^{-}} = \prod_{\theta \mod 4, \theta \text{ even}} \prod_{\zeta \equiv 1 \pmod{p^n}, \zeta \equiv 1 \pmod{q_0}} \frac{1}{2}f(\zeta - 1, \theta) \times (p\text{-adic unit}).
\]
PROOF. From the analytic class number formula we have
\[ h_0^- = 2q_0 Q \prod_{\theta \neq 1 \atop \theta \text{ even}} (-\frac{1}{2} B_{1, \theta \omega^{-1}}) \]
and
\[ h_n^- = 2q_n Q \prod_{\chi \neq 1 \atop \chi \text{ even}} (-\frac{1}{2} B_{1, \chi \omega^{-1}}). \]

The number \( Q \) equals 1 or 2, but is the same for all \( n \geq 0 \) by Corollary 4.13. Writing \( \chi = \theta \psi \), where \( \theta \) is of the first kind and \( \psi \) is of the second kind, we obtain
\[ \prod_{\chi \neq 1} (-\frac{1}{2} B_{1, \chi \omega^{-1}}) = \prod_{\theta \neq 1} (-\frac{1}{2} B_{1, \theta \omega^{-1}}) \prod_{\psi \neq 1} (-\frac{1}{2} B_{1, \psi \omega^{-1}}) \prod_{\psi \neq 1} (-\frac{1}{2} B_{1, \theta \psi \omega^{-1}}). \]

The first product is the same as that for \( h_0^- \). To treat the second product, note that
\[ -B_{1, \psi \omega^{-1}} = L_p(0, \psi) = \frac{g(\zeta \psi - 1, 1)}{h(\zeta \psi - 1, 1)} \]
\( (\psi \omega^{-1}(p) = 0, \) so the Euler factor disappears. It is because of the Euler factors for the other characters that we must take the ratio \( h_n^- / h_0^- \) and require \( \zeta \neq 1 \); otherwise the formulas could reduce to 0 = 0). From Lemma 7.12, \( \frac{1}{2} g(\zeta \psi - 1, 1) \) is a unit; and
\[ h(\zeta \psi - 1, 1) = 1 - \frac{1 + q}{\zeta \psi} \equiv 1 - \zeta^{-1} (\text{mod } q). \]

Since \( \zeta \psi \) equals \( \psi \) evaluated at a generator of \( \Gamma_n \), \( \zeta \psi \) determines \( \psi \). Since there are \( p^n \) elements of \( \hat{\Gamma}_n \), it follows that as \( \psi \) runs through the characters of the second kind, \( \zeta \psi \) runs through all \( p^n \)th roots of unity. Putting everything together, we find that
\[ v_p\left( \prod_{\psi \neq 1} (-\frac{1}{2} B_{1, \psi \omega^{-1}}) \right) = v_p\left( \prod_{\psi \neq 1} (1 - \zeta^{-1})^{-1} \right) = v_p(p^{-n}) = v_p\left( \frac{q_0}{q_n} \right). \]

For the third product, we proceed as above (again, since \( \psi \neq 1 \), the Euler factor disappears):
\[ -\frac{1}{2} B_{1, \theta \psi \omega^{-1}} = \frac{1}{2} f(\zeta \psi - 1, \theta), \]
so
\[ \prod_{\theta \neq 1} (-\frac{1}{2} B_{1, \theta \psi \omega^{-1}}) = \prod_{\theta \neq 1} \prod_{\zeta \psi^{-1} = 1} \frac{1}{2} f(\zeta - 1, \theta). \]
Combining all the above, we obtain the theorem.
Theorem 7.14. Let $p^n$ be the exact power of $p$ dividing $h^-$, in the notation of the previous theorem. There exist integers $\lambda$, $\mu$, and $\nu$, independent of $n$, with $\lambda \geq 0$, $\mu \geq 0$, such that

$$e_n^- = \lambda n + \mu p^n + \nu$$

for all $n$ sufficiently large.

Proof. In the notation of the previous theorem, let

$$A(T) = \prod_{\theta \neq 1} \frac{1}{f(T, \theta)} \in \mathbb{Z}_p[[T]].$$

Then

$$\frac{h_n^-}{h_0^-} = \prod_{\zeta \neq 1} A(\zeta - 1) \times (p\text{-adic unit}).$$

By the Weierstrass Preparation Theorem,

$$A(T) = p^n P(T) U(T),$$

where $\mu \geq 0$, $P(T)$ is a distinguished polynomial, and $U(T)$ is a unit of $\mathbb{Z}_p[[T]]$. Therefore

$$v_p(h^-) = v_p(h_0^-) + (p^n - 1)\mu + v_p\left(\prod_{\zeta \neq 1} P(\zeta - 1)\right).$$

Let $\lambda = \deg P(T)$, so $P(T) = T^\lambda + a_{\lambda-1} T^{\lambda-1} + \cdots + a_0$ with $p \mid a_i$ for $0 \leq i \leq \lambda - 1$. If $n$ is large enough and if $\zeta$ is a primitive $p^n$th root of unity, then

$$v_p((\zeta - 1)^\lambda) = \frac{\lambda}{\phi(p^n)} < v_p(p).$$

Hence $v_p(P(\zeta - 1)) = v_p((\zeta - 1)^\lambda)$. It follows that for $n$ sufficiently large,

$$v_p\left(\prod_{\zeta \neq 1} P(\zeta - 1)\right) = v_p(\prod (\zeta - 1)^\lambda) + C = v_p(p^{n\lambda}) + C = \lambda n + C,$$

where $C$ is independent of $n$ (it absorbs the effect of low-order roots of unity). The theorem follows easily. \qed

The above is part of a much more general theory of Iwasawa, which we shall consider in a later chapter. Suppose we have a sequence of number fields

$$K_0 \subset K_1 \subset \cdots \subset K_n \subset \cdots \subset K_\infty = \bigcup K_n,$$

with $\text{Gal}(K_n/K_0) \simeq \mathbb{Z}/p^n\mathbb{Z}$. Then $\text{Gal}(K_\infty/K_0) = \varprojlim(\mathbb{Z}/p^n\mathbb{Z}) = \mathbb{Z}_p$, so the extension $K_\infty/K_0$ is called a $\mathbb{Z}_p$-extension (or $\Gamma$-extension). Let $p^{e_n}$ be the
exact power of $p$ dividing the class number of $K_n$. Then there exist integers $\lambda, \mu, \nu$, as above, such that
\[ e_n = \lambda n + \mu p^n + \nu \]
for all sufficiently large $n$. If the fields $K_n$ are $CM$-fields, then
\[ h_n = h_n^+ h_n^-, \quad e_n = e_n^+ + e_n^-, \quad \mu = \mu^+ + \mu^-, \quad \text{etc.} \]
So what we have proved above is the existence of $\lambda^-, \mu^-, \nu^-$. We shall show later (Chapter 13) that for a given base field $K_0$ there are at least (exactly if Leopoldt’s Conjecture is true) $r_2 + 1$ independent $\mathbb{Z}_p$-extensions, so, for example, real fields should have only one $\mathbb{Z}_p$-extension, while imaginary quadratic fields have two independent $\mathbb{Z}_p$-extensions. For the moment, we content ourselves with showing that every number field has at least one $\mathbb{Z}_p$-extension.

Let $\mathbb{B}_n$ be the unique (unless $p = 2$ and $n = 1$) subfield of $\mathbb{Q}(\zeta_{qp^n})$ which is cyclic of degree $p^n$ over $\mathbb{Q}$ (use the isomorphism $(\mathbb{Z}/qp^n\mathbb{Z})^\times \cong (\mathbb{Z}/q\mathbb{Z})^\times \times$ (cyclic of order $p^n$); let $\mathbb{B}_n$ be the fixed field of $(\mathbb{Z}/q\mathbb{Z})^\times$). Then $\mathbb{Q} = \mathbb{B}_0$ and $\mathbb{B}_\infty/\mathbb{Q}$ is a $\mathbb{Z}_p$-extension. It corresponds to the group of all characters of the second kind. Now let $K$ be any number field and let $K_\infty = K\mathbb{B}_\infty$. We claim that $K_\infty/K$ is a $\mathbb{Z}_p$-extension. Let $\mathbb{B}_c = K \cap \mathbb{B}_\infty$. Then $\text{Gal}(K_\infty/K) \cong \text{Gal}(\mathbb{B}_\infty/\mathbb{B}_\infty \cap K) \cong p^s \mathbb{Z}_p \simeq \mathbb{Z}_p$, as desired. The extension $K_\infty/K$ is called the cyclotomic $\mathbb{Z}_p$-extension of $K$. If $K$ contains $\mathbb{Q}(\zeta_q)$ then the extension is obtained by simply adjoining all $p^s$th roots of unity for all $n$. This is what happened in Theorems 7.13 and 7.14.

§7.4 Function Fields

The theory of cyclotomic $\mathbb{Z}_p$-extensions has a strong analogue in the theory of function fields over finite fields. Let $\mathbb{F}_q$ be the finite field with $q$ elements (no relation to the previous $q$; but this is the standard notation). Let $X, Y$ be indeterminates related by a polynomial equation over $\mathbb{F}_q$, so $k = \mathbb{F}_q(X, Y)$ has transcendence degree one. We assume $k \cap \overline{\mathbb{F}}_q = \mathbb{F}_q$. The field $k$ is called a function field (of one variable) over $\mathbb{F}_q$. It is well known that there are close connections between the arithmetic behavior of number fields and that of function fields; for example, both have zeta functions, satisfy class field theory, and have finite residue class fields at all (nonarchimedean) places.

Let $\zeta_k(s)$ be the zeta function of $k$. Then
\[ \zeta_k(s) = \frac{R(q^{-s} - 1)}{(1 - q^{-s})(1 - q^{1-s})} \]
where $R(T) \in \mathbb{Z}[T]$ (we have used a nonstandard normalization of the numerator; usually $P(T) = R(T - 1)$ is used). The zeta function of the field $\mathbb{F}_q(X)$, the analogue of $\mathbb{Q}$, is simply
\[ \frac{1}{(1 - q^{-s})(1 - q^{1-s})} \]
so the numerator is a product of $L$-series (at least when $k$ is abelian over $\mathbb{F}_q(X)$).

Returning temporarily to number fields, we assume, for simplicity, that $K = \mathbb{Q}(\zeta_p)^+$ and let

$$\zeta_{K, p}(s) = \prod_{\theta \text{ even}} \prod_{f \theta \mid p} L_p(s, \theta).$$

Then $\zeta_{K, p}(s)$ is the $p$-adic zeta function of $K$. Let

$$A(T) = g(T, 1) \prod_{\theta \neq 1} f(T, \theta) \in \mathbb{Z}_p[[T]].$$

Then

$$\zeta_{K, p}(s) = \frac{A((1 + p)^s - 1)}{h((1 + p)^s - 1)},$$

which is a formula remarkably similar to the one above, except that $A$ is a power series instead of a polynomial. But the Weierstrass Preparation Theorem says that a power series is “almost” a polynomial. Note in addition that $h$ has a relatively simple form, and it may be traced to $\zeta_{\mathbb{Q}, p}(s)$ (i.e., $\theta = 1$), again in analogy with the function field case. Of course, this may also be done for fields other than $\mathbb{Q}(\zeta_p)^+$, but then we must use $q_0$ in place of $p$. However, $q_0$ depends on the character $\theta$; so either the above formula becomes a little more complicated, or we change variables in the $f(T, \theta)$ so that we may still use $p$ (change $T$ to $(1 + T)^a - 1$, where $a = \log_p(1 + q_0)/\log_p(1 + p)$).

We now return to function fields. The polynomial $R(T)$ satisfies the following properties:

1. $R(T) = \prod_{j=1}^{2g} (1 - \alpha_j(T + 1))$ where the $\alpha_j$'s are algebraic integers of absolute value $q^{1/2}$ (the Riemann Hypothesis) and $g \geq 0$ is an integer called the genus of $k$.
2. $R(0) = \prod_{j=1}^{2g} (1 - \alpha_j) = h(k)$ is the number of divisor classes of degree 0 for $k$. This number is the analogue of the class number.
3. If $F/F_q$ is an extension of degree $m$ then $k' = kF$ is a function field over $F$. The numerator of the zeta function of $k'$ is

$$R_k(T - 1) = \prod_{j=1}^{2g} (1 - \alpha_j^mT^m) = \prod_{\zeta^m = 1} R_k(\zeta T - 1).$$

From the theory of finite fields, there is a unique sequence of fields

$$\mathbb{F}_q \subset \mathbb{F}_{q^p} \subset \cdots \subset \mathbb{F}_{q^{p^n}} \subset \cdots \subset \mathbb{F} = \bigcup_n \mathbb{F}_{q^{p^n}},$$

which is clearly a $\mathbb{Z}_p$-extension. Therefore, if $k_n = kF_{q^{p^n}}$, then

$$k = k_0 \subset k_1 \subset \cdots \subset k_n \subset \cdots \subset k_\infty$$

is also a $\mathbb{Z}_p$-extension. Since everything except 0 in a finite field is a root of unity, we have obtained this extension by adjoining roots of unity; and if $\mathbb{F}_q$ contains the $p$th roots of unity (remember, $p$ and $q$ are not related) then
the extension $k_\infty$ is obtained by adjoining the $p$-power roots of 1 (since reducing the rings $\mathbb{Z}[\zeta_p^n]$ modulo appropriate primes gives a $\mathbb{Z}_p$-extension of finite fields). Therefore $k_\infty/k$ is analogous to the cyclotomic $\mathbb{Z}_p$-extension of a number field.

Combining (2) and (3) above, we find that

$$\frac{h(k_n)}{h(k_0)} = \prod_{\zeta^p = 1, \zeta \neq 1} R(\zeta - 1)$$

(the analogue of Theorem 7.13). The polynomial $R(T)$ is not necessarily distinguished, so we write $R(T) = p^\mu P(T)U(T)$, where $\mu \geq 0$, $P(T) \in \mathbb{Z}_p[T]$ is a distinguished polynomial (of degree $\leq 2g$), and $U(T)$ is a unit of $\mathbb{Z}_p[[T]]$ (actually, $U(T)$ is a polynomial by Lemma 7.5). Since $R(-1) = 1$, by (1), $\mu = 0$. Alternatively, when $R(T)$ is expanded as a polynomial in $1 + T$, one of the coefficients, in this case the constant term, is not divisible by $p$. This is essentially what we shall do to prove $\mu = 0$ in the number field case. Now let $p^n$ be the exact power of $p$ dividing $h(k_n)$. As in the proof of Theorem 7.14, we find that

$$e_n = \lambda n + v \text{ for } n \text{ sufficiently large},$$

where $\lambda \leq 2g$ is the degree of $P(T)$. Because of the strong analogy between cyclotomic $\mathbb{Z}_p$-extensions and the above situation for function fields, plus some numerical evidence, Iwasawa was led to conjugate that $\mu = 0$ for cyclotomic $\mathbb{Z}_p$-extensions of number fields. For the special (and most important) case of $\mathbb{Q}(\zeta_p^n)/\mathbb{Q}(\zeta_p)$, Iwasawa and Sims showed that $\mu = 0$ for $p \leq 4001$. Subsequent calculations (on a computer, of course) by Johnson and then Wagstaff extended the result to $p < 125000$. In the next section we shall extend the result up to $p < \infty$.

§7.5 $\mu = 0$

Theorem 7.15. Let $K$ be an abelian extension of $\mathbb{Q}$, let $p$ be any prime, and let $K_\infty/K$ be the cyclotomic $\mathbb{Z}_p$-extension of $K$. Then $\mu = 0$.

Remark. Iwasawa has constructed examples of noncyclotomic $\mathbb{Z}_p$-extensions with $\mu > 0$. See (Iwasawa [24]).

Proof of Theorem 7.15. Before starting the main part of the proof, we state some facts, some of which will be proved in later chapters but which are needed now.

I. $K$ is contained in a cyclotomic field (Kronecker–Weber theorem).

II. If $K \subseteq K'$ then $\mu \leq \mu'$. 
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PROOF. Lift the $p$-part of the Hilbert class field $H_n$ of $K_n$ up to $K'_n$. The compositum $H_n K_n$ is contained in the class field of $K'_n$. Since $H_n$ and $K'_n$ might not be disjoint, we could lose a factor of at most $[K'_n : K_n] \leq [K' : K]$. Therefore $e'_n + O(1) \geq e_n$. The result follows easily. □

III. Assume the $p$th roots of unity are in $K$. Then $\mu = \mu^+ + \mu^-$, and if $\mu^- = 0$ then $\mu^+ = 0$ (proof in Chapter 13).

IV. Suppose $e_n = \lambda n + \mu p^n + v$ for $K_{\infty}/K_0$. Let $K' = K'_m$. Then $K_{\infty}/K'$ is a $\mathbb{Z}_p$-extension and

$$\lambda' = \lambda, \quad \mu' = \mu p^m, \quad v' = v + \lambda m.$$  

PROOF. $e'_n = e_{n+m} = \lambda n + (\mu p^m)p^n + (v + \lambda m)$. □

We now claim that it suffices to prove $\mu^- = 0$ for $K$ of the form $\mathbb{Q}(\zeta_{qd})$, where $q = p$ or $4$ and $(d, p) = 1$. (These are exactly those to which Theorems 7.13 and 7.14 apply). For if $K$ is arbitrary, $K \subseteq \mathbb{Q}(\zeta_{qd})$ for some $n$ and $d$. If $\mu^- = 0$ for $\mathbb{Q}(\zeta_{qd})$ then $\mu^+ = \mu = 0$ by III. By IV, $\mu = 0$ for $\mathbb{Q}(\zeta_{qd})$, and by II, $\mu = 0$ for $K$.

If $\theta \neq 1$ is an even character of $\mathbb{Q}(\zeta_{qd})$ then $\frac{1}{2} f(T, \theta)$ has $p$-integral coefficients. We can show that for each $\theta$, $\frac{1}{2} f(T, \theta)$ has at least one coefficient relatively prime to $p$ ("$\mu_\theta = 0"$), then it follows easily that $\mu^- = 0$ (see the proof of Theorem 7.14). This is what we shall do. As in the function field case, it will be more convenient to work with $1 + T$ than with $T$.

Recall that if $\alpha \in \mathbb{Z}_p$ then $s_n(\alpha)$ is the unique integer satisfying $0 \leq s_n(\alpha) < qp^n$ and $s_n(\alpha) \equiv \alpha \pmod{qp^n}$. For $p \neq 2$, let

$$\alpha = \sum_{j=0}^{\infty} t_j(\alpha)p^j, \quad 0 \leq t_j(\alpha) \leq p - 1,$$

be the standard $p$-adic expansion. Then $s_n(\alpha) = \sum_{j=0}^{n} t_j(\alpha)p^j$ (we do not need $t_j(\alpha)$ for $p = 2$).

Proposition 7.16. Let $R$ be the set of $(p - 1)$st roots of unity in $\mathbb{Z}_p$ ($R = \{ \pm 1 \}$ if $p = 2$) and let $R'$ be a set of representatives for $R$ modulo $\{ \pm 1 \}$.

(a) Suppose $\theta = \omega^k$, $k \neq 0 \pmod{p - 1}$, $k$ even. Then $\mu_\theta = 0 \iff$ there exists $\beta \in \mathbb{Z}_p^\times$ and $n \geq 1$ such that

$$\sum_{\alpha \in R} t_n(\beta \alpha)\omega^{k-1} \neq 0 \pmod{p}.$$

(b) Suppose $\theta$ is not a power of $\omega$. Then $\mu_\theta = 0 \iff$ there exists $\beta \in \mathbb{Z}_p^\times$ and $n \geq 0$ such that

$$\sum_{\alpha \in R'} \sum_{i=0}^{d-1} i\theta \omega^{-1}(s_n(\beta \alpha) + iq^n) \neq 0 \pmod{p},$$

where $p$ is the prime of $\mathcal{O}_\theta$ above $p$, and $d$ or $dq$ is the conductor of $\theta$. 

PROOF. (a) Since \( \theta \neq 1 \) is even, we must have \( p \geq 5 \), so we have the luxury of ignoring 2 and letting \( p = q \). In the notation of Proposition 7.9, we see that if \( \frac{1}{2} \xi_n(\theta) \) is expressed as a polynomial in \( 1 + T \), modulo \((1 + T)^{p^n} - 1\), then each \( \gamma_n(b)^{-1} \) corresponds to a different power of \( 1 + T \). Let \( \gamma_n(b)^{-1} \mapsto (1 + T)^{a_b}, 0 \leq a_b < p^n \). Then \( (T = \text{set} \neq T = \text{variable}) \)

\[
\frac{1}{2} f(T, \theta) \equiv -\frac{1}{2p^{n+1}} \sum_{b \in T} \sum_{x \in \mathbb{Z}} s_n(bx) \theta \omega^{-1}(bx)(1 + T)^{a_b} \mod(1 + T)^{p^n} - 1.
\]

Since \((1 + T)^{p^n} - 1 \equiv T^{p^n} \mod p\), the above congruence determines the coefficients of \( \frac{1}{2} f(T, \theta) \) modulo \( p \), up to \( T^{p^n-1} \). Suppose \( \mu_\theta > 0 \), so \( p \) divides all the coefficients of \( \frac{1}{2} f \). Then \( p \) divides all coefficients of the above polynomial when it is expressed as a polynomial in \( T \), or in \( 1 + T \). Consequently,

\[
\mu_\theta \neq 0 \iff \sum_{x \in R} s_n(bx) \theta \omega^{-1}(bx) \equiv 0 \mod p^{n+2},
\]

for all \( n \) and all \( b \in T \). But we can arbitrarily change the choice of the set of representatives \( T \) (this does not change the sum since we sum over \( R \)). Therefore we can consider all \( b \in \mathbb{Z} \), \( (b, p) = 1 \). It is more convenient to consider all \( b \in \mathbb{Z}_p^\times \); this does not affect anything since we are only looking at the beginning of the \( p \)-adic expansions. Since \( \theta = \omega^k \) and \( \omega(x) = x \), \( \theta \omega^{-1}(x) = x^{k-1} \). Also, we may factor off and ignore \( \theta \omega^{-1}(b) \). Writing

\[
s_n(bx) = s_{n+1}(bx) - t_{n+1}(bx)p^{n+1} \equiv bx - t_{n+1}(bx)p^{n+1} \mod p^{n+2},
\]

we have

\[
\mu_\theta \neq 0 \iff \sum_{x \in R} (bx - t_{n+1}(bx)p^{n+1})x^{k-1} \equiv 0 \mod p^{n+2}
\]

\[
\iff \sum_{x \in R} t_{n+1}(bx)x^{k-1} \equiv 0 \mod p,
\]

for all \( n \geq 0 \) and all \( b \in \mathbb{Z}_p^\times \). This proves (a).

(b) This part follows immediately from Proposition 7.9, in a manner similar to part (a). \( \Box \)

**Proposition 7.17.** Let \( m, d \) be positive integers with \((p, d) = 1\). For all \( n \) sufficiently large, there exist \( \beta_1, \beta_2 \in \mathbb{Z}_p \), both congruent to 1 mod \( p^m \), and there exists \( \alpha_0 \in R' \) such that

\[
s_{n+m}(\beta_1 \alpha) = s_n(\beta_1 \alpha) \equiv 0 \mod d \quad \text{for all } \alpha \in R',
\]

\[
s_{n+m}(\beta_2 \alpha) = s_n(\beta_2 \alpha) \equiv 0 \mod d \quad \text{for all } \alpha \neq \alpha_0, \alpha \in R',
\]

\[
s_{n+m}(\beta_2 \alpha_0) = s_n(\beta_2 \alpha_0) + qp^n \equiv 0 \mod d.
\]

**Remark.** What this means is that the \( p \)-adic expansion of each \( \beta_1 \alpha \) and \( \beta_2 \alpha \) (\( \alpha \neq \alpha_0 \)) has \( m \) consecutive 0's starting with the \((n + 1)\)st place, while \( \beta_2 \alpha_0 \) has a 1 followed by \( m - 1 \) 0's. If \( \alpha \) is a normal number (i.e., all possible combinations of digits occur with the expected frequency) then there are
arbitrarily long sequences of 0's. But we do not know whether or not any $\alpha$ is normal (even though almost all numbers are normal), so we must use $\beta_1$ and $\beta_2$ to help. Also, we are requiring the desired patterns to occur for all $\alpha$ simultaneously, which causes additional problems, especially since there are usually dependence relations among the $\alpha$'s.

We shall postpone the proof of Proposition 7.17 in order to complete the proof of Theorem 7.15.

We first treat criterion (a) of Proposition 7.16. Since

$$0 = p \cdot p^m + (p - 1)p^{m+1} + (p - 1)p^{m+2} + \cdots,$$

we have

$$t_n(-y) = t_n(0 - y) = p - 1 - t_n(y) \quad \text{if} \quad n > v_p(y).$$

Since $k - 1$ is odd, we may combine the terms for $\alpha$ and $-\alpha$ to obtain

$$\mu_\theta \neq 0 \iff 2 \sum_{\alpha \in R'} t_n(\beta\alpha)\alpha^{k-1} \equiv (p - 1) \sum_{\alpha \in R'} \alpha^{k-1} \pmod p$$

for all $\beta \in \mathbb{Z}_p^\times$ and all $n \geq 1$. Note that the right side is independent of $\beta$ and $n$. In Proposition 7.17 let $m = d = 1$. Then for $n$ sufficiently large we have $\beta_1, \beta_2$ such that

$$t_{n+1}(\beta_1\alpha) = 0 \quad \text{for all} \quad \alpha \in R',$$

$$t_{n+1}(\beta_2\alpha) = 0 \quad \text{for all} \quad \alpha \neq \alpha_0, \alpha \in R',$$

$$t_{n+1}(\beta_2\alpha_0) = 1.$$

Therefore if $\mu_\theta \neq 0$, the above criterion (with $n + 1$ instead of $n$) yields

$$0 \equiv (p - 1) \sum \alpha^{d-1} \quad (\beta = \beta_1),$$

and

$$2\alpha_0^{d-1} \equiv (p - 1) \sum \alpha^{d-1} \quad (\beta = \beta_2).$$

This is impossible (recall $p \neq 2$ in this case), so $\mu_\theta = 0$.

We now consider part (b) of Proposition 7.16. Assume $\mu_\theta \neq 0$, so

$$\sum_{\alpha \in R'} \sum_{i=0}^{d-1} i\theta \omega^{-1}(s_n(\beta\alpha) + ip^\alpha) \equiv 0 \pmod p$$

for all $n \geq 0$ and all $\beta \in \mathbb{Z}_p^\times$. In Proposition 7.17, let $m = 2$, $d = d$. If $n$ is sufficiently large, there exist $\beta_1, \beta_2 \equiv 1 \pmod {p^2}$, in particular $\beta_1, \beta_2 \equiv 1 \pmod q$, satisfying the criteria of Proposition 7.17. Therefore

$$s_n(\beta_1\alpha) \equiv \beta_1\alpha \equiv \alpha \equiv \beta_2\alpha \equiv s_n(\beta_2\alpha) \pmod q,$$

and

$$s_n(\beta_1\alpha) \equiv 0 \equiv s_n(\beta_2\alpha) \pmod d \quad \text{for} \quad \alpha \neq \alpha_0.$$
Hence

\[ s_n(\beta_1 \alpha) \equiv s_n(\beta_2 \alpha) \pmod{dq}, \quad \alpha \neq \alpha_0, \]

and

\[ \theta \omega^{-1}(s_n(\beta_1 \alpha) + iq^n) = \theta \omega^{-1}(s_n(\beta_2 \alpha) + iq^n) \]

for all \( i \) and all \( \alpha \neq \alpha_0 \). Similarly,

\[ s_n(\beta_1 \alpha_0) \equiv s_n(\beta_2 \alpha_0) \equiv s_n(\beta_2 \alpha_0) + qp^n \pmod{q} \]

and

\[ 0 \equiv s_n(\beta_1 \alpha_0) \equiv s_n(\beta_2 \alpha_0) + qp^n \pmod{d}, \]

so

\[ \theta \omega^{-1}(s_n(\beta_1 \alpha_0) + iq^n) = \theta \omega^{-1}(s_n(\beta_2 \alpha_0) + (i + 1)qp^n). \]

Let \( a_0 = s_n(\beta_2 \alpha_0) \), for convenience. Comparing terms above for \( \beta = \beta_1 \) and \( \beta = \beta_2 \), we find that we must have

\[
\sum_{i=0}^{d-1} i \theta \omega^{-1}(a_0 + iq^n) \equiv \sum_{i=0}^{d-1} i \theta \omega^{-1}(s_n(\beta_1 \alpha_0) + iq^n) \\
\equiv \sum_{i=0}^{d-1} i \theta \omega^{-1}(a_0 + (i + 1)qp^n) \\
\equiv \sum_{j=1}^{d} j \theta \omega^{-1}(a_0 + jqp^n) - \sum_{j=1}^{d} \theta \omega^{-1}(a_0 + jqp^n) \\
\equiv \sum_{i=0}^{d-1} i \theta \omega^{-1}(a_0 + iq^n) + d \theta \omega^{-1}(a_0 + dqp^n) - \sum_{j=1}^{d} \theta \omega^{-1}(a_0 + jqp^n). 
\]

The last sum vanishes by Lemma 7.8. Consequently,

\[ d \theta \omega^{-1}(a_0 + dqp^n) \equiv 0 \pmod{\mathfrak{p}}. \]

But \( p \nmid d \) and \( \theta \omega^{-1}(a_0 + dqp^n) = \theta \omega^{-1}(a_0) = 0 \). But \( a_0 = s_n(\beta_2 \alpha_0) \equiv -qp^n \pmod{d} \), so \( (a_0, d) = 1 \). Also, \( s_n(\beta_2 \alpha_0) \equiv \beta_2 \alpha_0 \equiv \alpha_0 \pmod{q} \), so \( (a_0, q) = 1 \). Therefore \( (a_0, f_{\theta \omega^{-1}}) = 1 \), hence \( \theta \omega^{-1}(a_0) \neq 0 \). This contradiction completes the proof of Theorem 7.15. \( \square \)

**Proof of Proposition 7.17.** Let \( r \) be a positive integer. A sequence of vectors \( x_n \in [0, 1)^r \) is called uniformly distributed mod 1 if for every open set \( U \subseteq [0, 1)^r \) we have

\[ \lim_{N \to \infty} \frac{\# \{ n \leq N | x_n \in U \} }{N} = \text{meas}(U), \]
where we take the usual measure, normalized by \( \text{meas}([0, 1)^r) = 1 \). There is the following well-known criterion of Weyl:

\[
\text{The sequence } \{x_n\} \text{ is uniformly distributed mod } 1 \iff \text{for every } z \in \mathbb{Z}^r, \quad z \neq 0, \text{ we have}
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i x_n \cdot z} = 0
\]

\((x_n \cdot z \text{ is the usual dot product; note that if } z = 0, \text{ the limit is } 1)\).

The proof of the criterion may be sketched as follows: the trigonometric polynomials are dense in the set of continuous functions on \((\mathbb{R}/\mathbb{Z})^r\), and \(\int e^{2\pi i x \cdot z} \, dx = 0\) if \(z \neq 0\), so the above is equivalent to

\[
\frac{1}{N} \sum_{n=1}^{N} f(x_n) \to \int f(x) \, dx \quad \text{for all continuous } f.
\]

Now, if \(f\) approximates the characteristic function of an open set \(U\) then \(\sum f(x_n)\) is approximately \(\# \{n \leq N | x_n \in U\}\), while \(\int f(x) \, dx\) is continuously measurable \(\text{meas}(U)\). Since step functions can be used to approximate continuous functions, the argument also works in reverse. For fuller details, see (Kuipers and Niederreiter [1]).

**Lemma 7.18.** For \(\beta \in \mathbb{Z}_p\), let \(x_n(\beta) = q^{-1}p^{-n}s_n(\beta)\). For almost all \(\beta \in \mathbb{Z}_p\) (i.e., except for a set of measure 0 for the usual Haar measure on \(\mathbb{Z}_p\)), the sequence of numbers \(x_n(\beta) \in [0, 1)\) is uniformly distributed mod 1

**Proof.** Let \(S(N, \beta) = (1/N) \sum_{n=1}^{N} e(x_n(\beta))\), where \(e(x) = e^{2\pi i x}\). Then

\[
\int_{\beta \in \mathbb{Z}_p} |S(N, \beta)|^2 \, d\beta \leq \frac{1}{N} + \frac{1}{N^2} \sum_{m \neq n} \int_{\beta \in \mathbb{Z}_p} e(x_n(\beta) - x_m(\beta)) \, d\beta.
\]

Suppose \(n > m\). We claim that the map

\[
\mathbb{Z}/qp^n\mathbb{Z} \to \mathbb{Z}/qp^n\mathbb{Z}, \quad \alpha \mapsto s_n(\alpha) - p^n s_m(\alpha)
\]

is a bijection. For suppose

\[
s_n(\alpha) - p^n s_m(\alpha) \equiv s_n(\beta) - p^n s_m(\beta) \quad (\text{mod } qp^n).
\]

Then

\[
\alpha - \beta \equiv s_n(\alpha) - s_n(\beta) \\
\equiv p^n s_m(\alpha) - s_m(\beta) \equiv p^n (\alpha - \beta) \quad (\text{mod } qp^n).
\]

It follows that \(\alpha - \beta \equiv 0\), so the map is injective, hence bijective. Since

\[
x_n(\beta) - x_m(\beta) = q^{-1}p^{-n}(s_n(\beta) - p^n s_m(\beta)),
\]
it follows that if $\beta$ runs through the congruence classes mod $qp^n$ in $\mathbb{Z}_p$, $e(x_n(\beta) - x_m(\beta))$ runs through all $qp^n$th roots of 1. Since each congruence class has the same measure, namely $q^{-1}p^{-n}$, it follows that the integral above vanishes. Similarly, the integral is 0 if $n < m$. Therefore

$$\int |S(N, \beta)|^2 \, d\beta = \frac{1}{N},$$

so

$$\int \sum_{m=1}^{\infty} |S(m^2, \beta)|^2 \, d\beta = \sum_{m=1}^{\infty} \int |S(m^2, \beta)|^2 \, d\beta = \sum_{m=1}^{\infty} \frac{1}{m^2} < \infty.$$

Consequently $\sum |S(m^2, \beta)|^2 \in L^1(\mathbb{Z}_p)$, hence the sum must converge for almost all $\beta$. Therefore $\lim |S(m^2, \beta)|^2 = 0$ for almost all $\beta$.

For arbitrary $N$, choose $m$ such that $m^2 \leq N < (m + 1)^2$. Trivial estimates yield

$$|S(N, \beta)| \leq |S(m^2, \beta)| + \frac{2m}{N} \to 0 \quad \text{as } N \to \infty$$

for almost all $\beta \in \mathbb{Z}_p$.

Now let $z \in \mathbb{Z}$, $z \neq 0$. Since

$$zs_n(\beta) \equiv z\beta \equiv s_n(z\beta) \pmod{qp^n},$$

we have

$$e(zx_n(\beta)) = e(x_n(z\beta)).$$

By the above,

$$\frac{1}{N} \sum_{n=1}^{N} e(zx_n(\beta)) = \frac{1}{N} \sum_{n=1}^{N} e(x_n(z\beta)) = S(N, z\beta) \to 0$$

for almost all $\beta$. Each $z$ excludes a set of measure 0. Since $\mathbb{Z}$ is countable, we exclude altogether only a set of measure 0. For the remaining $\beta$'s, we may apply the Weyl criterion ($r = 1$). This completes the proof of Lemma 7.18.

\[\square\]

**Remark.** A $p$-adic number $\beta$ is called normal if for every $k \geq 1$ and every string of integers of length $k$, consisting of integers in $\{0, 1, \ldots, p - 1\}$, the standard $p$-adic expansion of $\beta$ contains this string infinitely often, with asymptotic frequency $p^{-k}$. It is not hard to see that $\beta$ is normal if and only if $x_s(\beta)$ is uniformly distributed mod 1 (see Exercises). Therefore, almost all $\beta \in \mathbb{Z}_p$ are normal. Since the digits of the $p$-adic expansion can be regarded as independent identically distributed random variables, this fact may also be approached via theorems of probability theory.
Lemma 7.19. Suppose $γ_1, \ldots, γ_r ∈ \mathbb{Z}_p$ are linearly independent over $\mathbb{Q}$. For almost all $β ∈ \mathbb{Z}_p$ the sequence of vectors

$$X_n = X_n(β) = (x_n(βγ_1), \ldots, x_n(βγ_r)) ∈ (0, 1)^r$$

is uniformly distributed mod 1.

PROOF. Let $z = (z_1, \ldots, z_r) ∈ \mathbb{Z}^r$, $z ≠ 0$, let $β ∈ \mathbb{Z}_p$, and let $y_n = X_n ∙ z = q^{-1}p^{-n} \sum_i z_is_n(βγ_i)$. Since

$$\sum_i z_is_n(βγ_i) ≡ \sum_i z_iβγ_i ≡ s_n(β \sum_i z_iγ_i) \pmod {qp^n},$$

we have

$$y_n ≡ q^{-1}p^{-n}s_n(βγ) \pmod {1}, \text{ where } γ = \sum z_iγ_i.$$

Note that $γ ≠ 0$ since the $γ_i$‘s are linearly independent. By Lemma 7.19 and the Weyl criterion (with $r = 1$),

$$\frac{1}{N} \sum_{n=1}^{N} e(X_n ∙ z) = \frac{1}{N} \sum_{n=1}^{∞} e(x_n(βγ)) \to 0,$$

for almost all $β ∈ \mathbb{Z}_p$. As in the previous lemma, each $z$ excludes only a set of measure 0, and $\mathbb{Z}^r$ is countable, hence the Weyl criterion (with $r = r$) completes the proof of Lemma 7.19.

Lemma 7.20. Suppose $γ_1, \ldots, γ_r ∈ \mathbb{Z}_p$ are linearly independent over $\mathbb{Q}$. Let $\bar{x} = (\bar{x}_1, \ldots, \bar{x}_r) ∈ (0, 1)^r$, let $ε > 0$, and let $m$ and $d$ be positive integers with $(d, p) = 1$. For each $n$ sufficiently large, there exists $β ∈ \mathbb{Z}_p$ such that

1. $β \equiv 1 \pmod {p^n}$,
2. $|x_n(βγ_j) - \bar{x}_j| < ε$ for $1 ≤ j ≤ r$,
3. $s_n(βγ_j) \equiv 0 \pmod {d}$ for $1 ≤ j ≤ r$.

PROOF. For $t ∈ \mathbb{R}$, or $\mathbb{R}/\mathbb{Z}$, let $∥t∥$ denote the distance from $t$ to the nearest integer, and let $∥(t_1, \ldots, t_r)∥ = \max ∥t_i∥$. Let $ε’ = ε/2d$ and $x’ = \bar{x}/d$. We assume $ε$ is small enough that $x_j + ε < 1$ and $x_j - ε > 0$ for all $j$.

Since $[0, 1]^r$ is compact, there exist $y_1, \ldots, y_D ∈ (0, 1)^r$, for some $D$, such that for each $y ∈ [0, 1]^r$ we have $∥y - y_i∥ < ε’$ for some $i$. By Lemma 7.19, for each $y_i$ there exists $β_i ∈ \mathbb{Z}_p$ and $n_i ∈ \mathbb{Z}$ such that $∥X_{n_i}(β_i) - y_i∥ < ε’$. Let $n_0 = m + \max n_i$. We claim that if $n ≥ n_0$ we can satisfy (1), (2), (3). Choose $y_i$ such that

$$∥x’ - X_n\left(\frac{1}{d}\right) - y_i∥ < ε’ \quad \text{ (note } \frac{1}{d} ∈ \mathbb{Z}_p).$$

Let $β’ = 1/d + p^{n-n_i}β_i$. Then

$$∥x’ - X_n(β’)∥ ≤ ∥x’ - X_n\left(\frac{1}{d}\right) - y_i∥$$

$$+ ∥y_i - X_{n_i}(β_i)∥$$

$$+ ∥X_n\left(\frac{1}{d}\right) + X_{n_i}(β_i) - X_n(β’).$$
But
\[
\begin{align*}
    s_n(\beta' \gamma_j) &\equiv s_n \left( \frac{1}{d} \gamma_j \right) + s_n(p^{n-n_1} \beta_i \gamma_j) \\
    &\equiv s_n \left( \frac{1}{d} \gamma_j \right) + p^{n-n_1}s_n(\beta_i \gamma_j) \pmod{qp^n}
\end{align*}
\]
for \(1 \leq j \leq r\). Therefore

\[
X_n(\beta') \equiv X_n \left( \frac{1}{d} \right) + X_n(\beta_i) \pmod{1},
\]
so the last term in the above sum vanishes. Hence

\[
\| x' - x_n(\beta') \| < \varepsilon' + \varepsilon' + 0 = \frac{\varepsilon}{d},
\]
so

\[
\| \bar{x} - dX_n(\beta') \| < \varepsilon, \quad \text{and} \quad | \bar{x}_j - dq^{-1}p^{-n}s_n(\beta' \gamma_j) | < \varepsilon
\]
for each \(j\). Since \( \bar{x}_j + \varepsilon < 1 \) and \( \bar{x}_j - \varepsilon > 0 \) by assumption, \( 0 < ds_n(\beta' \gamma_j) < qp^n \). It follows that

\[
s_n(d\beta' \gamma_j) = ds_n(\beta' \gamma_j) \equiv 0 \pmod{d}, \quad \text{and} \quad dX_n(\beta') = X_n(d\beta').
\]

Since \( n - n_1 \geq m \), we have \( d\beta' \equiv 1 \pmod{p^m} \). It follows that \( \beta = d\beta' \) satisfies the conditions of the lemma. This completes the proof of Lemma 7.20. \( \square \)

**Remark.** The location of the vector \( X_n(\beta) \) depends on the coefficients of the \( p \)-adic expansions of the \( \beta \gamma_j \)'s near the \( n \)th digit. By the choice of \( y_1, \ldots, y_D \), the vectors \( X_n(\beta_i) \) are distributed throughout all of \((0, 1)^D\). Hence they give us a wealth of possible patterns of coefficients. We can add these onto existing patterns to obtain any desired pattern. In effect, this is accomplished by the term \( p^{n-n_1} \beta_i \) in the definition of \( \beta' \). This is what allows us to get close to \( \bar{x} \) and also obtain the congruence mod \( d \) (cf. Ferrero–Washington [1]).

We can now prove Proposition 7.17. We cannot apply Lemma 7.20 directly since the elements of \( R' \) are not necessarily linearly independent. If \( R' \) is linearly independent (\( \iff p \) is a Fermat prime) then the following argument can be simplified to yield the result. Therefore assume \( R' \) has dependence relations. If \( \alpha \) is a primitive \((p - 1)st\) root of unity and \( r = \phi(p - 1) \), then 1, \( \alpha, \ldots, \alpha^{r-1} \) forms an integral basis for \( \mathbb{Z}[\alpha] \). Consequently we may choose \( \alpha_1, \ldots, \alpha_r \in R' \) (let \( \alpha_{r+1}, \ldots, \alpha_t \), \( t = (p - 1)/2 \), be the other elements) such that

\[
\alpha_j = \sum_{i=1}^{r} a_{ji} \alpha_i, \quad a_{ji} \in \mathbb{Z}, \quad j = r + 1, \ldots, t.
\]
We may assume \( a_{j1} \neq 0 \) for some \( j \). Order \( \alpha_{r+1}, \ldots, \alpha_t \) lexicographically according to \( |a_{ji}|, 1 \leq i \leq r \). That is, let \( \alpha_j > \alpha_i \) if for some \( i_0 \) we have \( |a_{ji}| = |a_{i0}| \) for \( i < i_0 \) and \( |a_{j0}| > |a_{i0}| \). Let \( \alpha_{j0} \) be a maximal element for this ordering (we do not care whether or not \( a_{j0} \) is unique). If necessary, change the signs of \( \alpha_1, \ldots, \alpha_r \) so that \( a_{j1} \geq 0 \) for \( 1 \leq i \leq r \) (this changes \( R' \)). Note that \( a_{j1} \geq 1 \) (since \( a_{j1} \neq 0 \) for some \( j \)) and \( a_{j0i} > 0 \) for some other \( i \) (since \( \alpha_{j0}/\alpha_i \notin \mathbb{Z} \)). Now change the signs of \( \alpha_j, r + 1 \leq j \leq t \), if necessary, so that the first nonzero \( a_{ji}, 1 \leq i \leq r \), is positive for each such \( j \).

Let \( x_1, \ldots, x_r \in (0, 1) \) be such that \( x_i \) is much larger than \( x_{i+1} \) for each \( i \). Define

\[
x_j = \sum_{i=1}^{r} a_{ji} x_i, \quad r + 1 \leq j \leq t.
\]

Since the first nonzero coefficient \( a_{j1} \) is positive and since \( x_j \) is much larger than \( x_{j+1}, x_{j+2}, \) etc., we must have \( x_j > 0 \) for each \( j \). By the choice of \( j_0 \), \( x_{j0} > x_j \) for \( r + 1 \leq j \leq t \), \( j \neq j_0 \) (even if \( \alpha_{j0} \) is not the unique maximal element, we have \( a_{j0i} \geq 0 \) for all \( i \); so any other maximal element must have a negative coefficient, hence a smaller \( x_j \)). Also, \( x_{j0} > a_{j0} x_1 \geq x_1 \) (since \( a_{j0i} > 0 \) for some \( i \neq 1 \)), so \( x_{j0} > x_i \) for \( 1 \leq i \leq r \).

Replacing \( x_i \) by \( c x_i \) for a suitable constant \( c \), we may arrange that

\[
0 < x_j < p^{-m} \quad \text{for} \ 1 \leq j \leq t, \ j \neq j_0,
\]

and

\[
p^{-m} < x_{j0} < 2p^{-m}.
\]

By Lemma 7.20, for all \( n \) sufficiently large there exists \( \beta \equiv 1 \) (mod \( p^m \)) such that

\[
|q^{-1} p^{-n} s_n(\beta x_i) - x_i| < \epsilon \quad (\epsilon \text{ very small})
\]

and

\[
s_n(\beta x_i) \equiv 0 \pmod{d} \quad \text{for} \ i = 1, \ldots, r.
\]

If \( \epsilon \) is small enough,

\[
0 < \sum_{i=1}^{r} a_{ji} q^{-1} p^{-n} s_n(\beta x_i) < p^{-m} \quad \text{for} \ r + 1 \leq j \leq t, \ j \neq j_0,
\]

and

\[
p^{-m} < \sum_{i=1}^{r} a_{j0i} q^{-1} p^{-n} s_n(\beta x_i) < 2p^{-m}.
\]

Also,

\[
\sum a_{ji} s_n(\beta x_i) \equiv \sum a_{ji} \beta x_i \pmod{qp^n}
\]

and satisfies the appropriate inequality, so

\[
s_n(\beta x_i) = s_n(\beta \sum a_{ji} x_i) = \sum a_{ji} s_n(\beta x_i).
\]
Therefore

\[ s_n(\beta \alpha_j) \equiv 0 \pmod{d} \quad \text{for } 1 \leq j \leq t, \]

and

\[ 0 < q^{-1}p^{-n}s_n(\beta \alpha_j) < p^{-m}, \quad 1 \leq j \leq t, j \neq j_0, \]

\[ p^{-m} < q^{-1}p^{-n}s_n(\beta \alpha_{j_0}) < 2p^{-m}. \]

For \( j \neq j_0 \) we have

\[ 0 < s_n(\beta \alpha_j) < qp^{n-m} \quad \text{and} \quad s_n(\beta \alpha_j) \equiv \beta \alpha_j \pmod{qp^{n-m}}, \]

hence

\[ s_n(\beta \alpha_j) = s_{n-m}(\beta \alpha_j). \]

Similarly,

\[ 0 < s_n(\beta \alpha_{j_0}) - qp^{n-m} < qp^{n-m}, \]

and

\[ s_n(\beta \alpha_{j_0}) - qp^{n-m} \equiv \beta \alpha_{j_0} \pmod{qp^{n-m}}, \]

so

\[ s_n(\beta \alpha_{j_0}) - qp^{n-m} = s_{n-m}(\beta \alpha_{j_0}). \]

Therefore \( \beta \) gives us \( \beta_2 \) in the statement of the proposition (change \( n \) to \( n + m \) and change \( n - m \) to \( n \)). To get \( \beta_1 \), let \( c \) be small enough that \( 0 < x_j < p^{-m} \) for all \( j \), including \( j_0 \), then proceed as above. This completes the proof of Proposition 7.17.

\[ \square \]

Notes

The construction given here is due to Iwasawa \[18, 23. \] For another approach, see Coates \[7. \]

The proof that \( \mu = 0 \) had its origins in the work of Gold \[1. \] who considered certain quadratic fields. Later progress appears in Ferrero \[2. \] The proof given above follows Oesterlé \[1 \] (see also Gillard \[5 \]). For a different, but equivalent, approach see the original paper by Ferrero–Washington \[1 \], which also treats the simpler case of \( \mathbb{Q}(\zeta_p) \) separately. The idea of the proof is summarized in Washington \[10 \].

Iwasawa \[24 \] has constructed examples of noncyclotomic \( \mathbb{Z}_p \)-extensions with \( \mu > 0 \).

For the non-\( p \)-part of the class number, see Washington \[7 \]. For composites of cyclotomic \( \mathbb{Z}_p \)-extensions (\( p = p_1, \ldots, p_s \)), see Friedman \[1 \].

For values of the \( \lambda \)-invariant, see Ernvall–Metsänkylä \[1, 3, \] Kida \[1 \], and several of the papers of Gold. For a heuristic estimate of \( \lambda \) for \( \mathbb{Q}(\zeta_p) \), see the appendix to Chapter 10 of Lang \[5 \]. For upper bounds for \( \lambda \), see Ferrero \[1 \], Metsänkylä \[12 \], and the end of Ferrero–Washington \[1 \].
7.1. Let \( \mathcal{O} \) be a ring. Show that \( f(T) \in \mathcal{O}[[T]] \) is a unit \( \iff f(0) \in \mathcal{O}^\times \).

7.2. Using the fact that every finite abelian extension of \( \mathbb{Q} \) is contained in \( \mathbb{Q}(\zeta_n) \) for some \( n \) (Kronecker–Weber theorem), show that \( \mathbb{B}_\infty / \mathbb{Q} \) is the only \( \mathbb{Z}_p \)-extension of \( \mathbb{Q} \) (\( \mathbb{B}_\infty \) is defined after Theorem 7.14).

7.3. (a) Show that Theorems 7.13 and 7.14 can be generalized to any imaginary abelian field all of whose Dirichlet characters are of the first kind.

(b) Let \( K \) be an arbitrary abelian number field and let \( K_\infty / K \) be the cyclotomic \( \mathbb{Z}_p \)-extension. Show that there is a field \( F \), all of whose characters are of the first kind, such that for some \( e \geq 0 \) and all \( n \) sufficiently large \( F_{n+e} = K_n \) (\( \text{Hint: Let } \chi = \theta \psi \text{ run through the characters of } K. \text{ Let } F \text{ correspond to the group of } \theta \text{'s. Note that } \psi \text{'s correspond to } \mathbb{B} \text{'s.} \)).

(c) Show that for arbitrary imaginary abelian \( K \) a modified version of Theorem 7.13 holds, and deduce Theorem 7.14 for \( K \).

7.4. (a) Let \( \chi \neq 1 \) be an even character of the first kind. Show that the constant term of \( f(T, \chi) = -\left(1 - \chi(p)^{-1}(p)\right)B_{1, \chi(p)^{-1}} \).

(b) Suppose \( p \) is regular. Show that \( p \nmid h^-(\mathbb{Q}(\zeta_n)) \) for all \( n \) (note that for \( p = 2 \) we have an empty product in Theorem 7.13, so the result is trivially true!).

(c) Let \( K \) be an imaginary abelian field. Show that \( \lambda^- \geq 1 \{ \chi | \chi \text{ is odd and } \chi(p) = 1 \} \).

(d) The class number of \( \mathbb{Q}(\sqrt{-5}) \) is 2, and 3 splits in \( \mathbb{Q}(\sqrt{-5})/\mathbb{Q} \). Show that although 3 \( \nmid h(K_0) \), we have 3 \( \mid h(K_n) \) for all \( n \geq 1 \), where \( K_n / K_0 \) is the \( \mathbb{Z}_3 \)-extension of \( K_0 = \mathbb{Q}(\sqrt{-5}) \).

7.5. Suppose \( \chi \neq 1 \) is not a character of the second kind (but also not necessarily of the first kind). Show that for \( n \geq 1 \), \( (1/n)B_{n, \chi(p)^{-1}} \) is \( p \)-integral, and if \( m \equiv n \pmod{p^\alpha} \) then

\[
(1 - \chi(p)^{-m}(p)p^{m-1})B_{m, \chi(p)^{-m}}/m \equiv (1 - \chi(p)^{-n}(p)p^{n-1})B_{n, \chi(p)^{-n}}/n \pmod{p^{\alpha+1}}
\]

(this of course contains the Kummer congruences).

7.6. (a) Suppose \( \chi = 1 \). Show that

\[
f(0, 1) \equiv 1 \pmod{\mathbb{Z}_p},
\]
hence that

\[
g(0, 1) \equiv -1 \pmod{p} \quad \text{if } p \neq 2, \quad g(0, 1) \equiv 2 \pmod{4} \quad \text{if } p = 2.
\]

(b) Show that \( 1 - (1 + q)^n \equiv -nq \pmod{nqp\mathbb{Z}_p} \).

(c) (von Staudt–Clausen) Show that if \( p - 1 | n \) then \( B_n \equiv -(1/p) \pmod{\mathbb{Z}_p} \).

(d) More generally, show that for \( n \geq 1 \), \( B_{n, \chi(p)^{-1}} \equiv -(1/p) \pmod{\mathbb{Z}_p} \).

7.7. Suppose \( \chi \neq 1 \) is of the second kind and of conductor \( qp^m \). Show that for \( n \geq 1 \),

\[
B_{n, \chi(p)^{-1}}/n \equiv q \frac{1}{p \left(1 - \zeta^{-1}\right)} \pmod{1/p, \mathbb{Z}_p},
\]

where \( \zeta = \chi(1 + q) \).
7.8. Let $R'$ be as defined in this chapter. Show that $R'$ is linearly independent over $\mathbb{Q} \iff (p - 1)/2 = \phi(p - 1) \iff p$ is a Fermat prime.

7.9. (a) Show that $\beta \in \mathbb{Z}_p$ is normal $\iff$ the sequence $q^{-1}p^{-s_n}\beta$ is uniformly distributed mod 1.

(b) Let $\gamma_1, \ldots, \gamma_r \in \mathbb{Z}_p$. Figure out a suitable definition of "joint normality" and show that it is equivalent to the sequence of vectors

$$(q^{-1}p^{-s_n}\gamma_1, \ldots, q^{-1}p^{-s_n}\gamma_r)$$

being uniformly distributed mod 1.

(c) Show that if $\gamma_1, \ldots, \gamma_r$ are linearly dependent over $\mathbb{Q}$ then they cannot be jointly normal.

7.10. Let $k_0$ be a function field over a finite field and let $k_\infty/k_0$ be the "cyclotomic" $\mathbb{Z}_p$-extension. Let $l \neq p$ be another prime and let $l^n$ be the exact power of $l$ dividing $h(k_n)$. Show that $e_n$ is bounded as $n \to \infty$. (The analogous result has been proved for cyclotomic $\mathbb{Z}_p$-extensions of abelian number fields. The proof involves uniform distribution mod 1, but works directly with the class number formula, rather than with Iwasawa's power series. See Washington [7]).
Chapter 8

Cyclotomic Units

The determination of the unit group of an algebraic number field is rather difficult in general. However, for cyclotomic fields, it is possible to give explicitly a group of units, namely the cyclotomic units, which is of finite index in the full unit group. Moreover, this index is closely related to the class number, a fact which allows us to prove Leopoldt’s $p$-adic class number formula. Finally, we study more closely the units of the $p$th cyclotomic field, and give relations with $p$-adic $L$-functions and with Vandiver’s conjecture.

§8.1 Cyclotomic Units

Let $n \not\equiv 2 \mod 4$ and let $V_n$ be the multiplicative group generated by

$$\{ \pm \zeta_n, 1 - \zeta_n^a \mid 1 < a \leq n - 1 \}.$$ 

Let $E_n$ be the group of units of $\mathbb{Q}(\zeta_n)$ and define

$$C = C_n = V_n \cap E_n.$$ 

$C$ is called the group of cyclotomic units of $\mathbb{Q}(\zeta_n)$. More generally, if $K$ is an abelian number field, we can define the cyclotomic units of $K$ by letting $K \subseteq \mathbb{Q}(\zeta_n)$ with $n$ minimal and defining $C_K = E_K \cap C_n$. This works well for $\mathbb{Q}(\zeta_n)^+$. For other $K$, it is perhaps better to take norms, from $\mathbb{Q}(\zeta_n)$ to $K$, of cyclotomic units. See (Sinnott [2]).

Since the real units multiplied by roots of unity are of index 1 or 2 in the full group of units (Theorem 4.12), it will usually be sufficient to work with
real units. The following observation will be useful:

\[
\frac{\zeta_n^{(1-a)/2} \left( 1 - \frac{\zeta_n^a}{\zeta_n} \right)}{1 - \frac{\zeta_n^a}{\zeta_n}} = \pm \frac{\sin(\pi a/n)}{\sin(\pi/n)}
\]

is real, and if \( a \) is changed to \(-a\) then we obtain the same unit multiplied by \(-1\).

**Lemma 8.1.** Let \( p \) be prime and \( m \geq 1 \).

(a) The cyclotomic units of \( \mathbb{Q}(\zeta_{p^m})^+ \) are generated by \(-1\) and the units

\[
\zeta_a = \zeta_{p^m}^{(1-a)/2} \left( 1 - \frac{\zeta_{p^m}^a}{\zeta_{p^m}} \right), \quad 1 < a < \frac{1}{2} p^m, \ (a, p) = 1.
\]

(b) The cyclotomic units of \( \mathbb{Q}(\zeta_{p^m}) \) are generated by \( \zeta_{p^m} \) and the cyclotomic units of \( \mathbb{Q}(\zeta_{p^m})^+ \).

**Proof.** Let \( \zeta = \zeta_{p^m} \). The definition of the cyclotomic units involves \( 1 - \zeta^a \) for all \( a \not\equiv 0 \mod p^m \). If \( k < m \) and \((b, p) = 1\), then, using the relation

\[
1 - X^{p^k} = \prod_{j=0}^{p^k-1} (1 - \zeta^{b+jp^m-k}).
\]

Since \((p, b + j p^m - k) = 1\), we are reduced to considering only those \( a \) with \((a, p) = 1\). Also, \( 1 - \zeta^a \) and \( 1 - \zeta^{-a} \) differ only by a power of \( \zeta \), so we need only consider \( 1 \leq a < \frac{1}{2} p^m \). Suppose now that

\[
\zeta = \pm \zeta^d \prod_{1 < a < \frac{1}{2} p^m \atop (a, p) = 1} (1 - \zeta^a)^{c_a}
\]

is a unit of \( \mathbb{Q}(\zeta) \). Since the ideals \((1 - \zeta^a)\) are all the same, \( \sum c_a = 0 \). Therefore

\[
\zeta = \pm \zeta^d \prod (1 - \zeta^a)^{c_a} = \pm \zeta^e \prod_{a = 1} \zeta_a,
\]

where \( e = d + \frac{1}{2} \sum c_a (a - 1) \). Note that if \( p = 2 \) then \((a, p) = 1\) requires \( a \) to be odd, so \( \zeta^e \) is in \( \mathbb{Q}(\zeta) \) in all cases. This completes the proof of (b). If \( \zeta \in \mathbb{Q}(\zeta)^+ \) then since each factor in the above product is real, \( \pm \zeta^e \) must be real, hence \( \pm 1 \). This completes the proof. \( \square \)

**Remark.** If \( n \) is not a prime power, not every cyclotomic unit is a product of roots of unity and numbers of the form \((1 - \zeta_n^a)/(1 - \zeta_n)\) with \((a, n) = 1\). Namely, each such product is a real unit times a root of unity, while the cyclotomic unit \( 1 - \zeta_n \) is not of this form (see the proof of Corollary 4.13).
Our goal is to show that the cyclotomic units are of finite index in the full group of units. It suffices to work in the real subfield. We start with the important, and easier, case of prime powers.

**Theorem 8.2.** Let $p$ be a prime and $m \geq 1$. The cyclotomic units $C_{p^m}^+$ of $\mathbb{Q}(\zeta_{p^m})^+$ are of finite index in the full unit group $E_{p^m}^+$, and

$$h_{p^m}^+ = [E_{p^m}^+: C_{p^m}^+]$$

where $h_{p^m}^+$ is the class number of $\mathbb{Q}(\zeta_{p^m})^+$.

**Proof.** We shall show that the regulator of the units $\xi_a$ of Lemma 8.1 is non-zero. Let $\zeta = \zeta_{p^m}$. As usual, let $\sigma_a: \zeta \to \zeta^a$ be in $\text{Gal}(\mathbb{Q}(\zeta)/\mathbb{Q})$. The elements

$$\zeta_a = \frac{(\zeta^{-1/2}(1 - \zeta))^{\sigma_a}}{\zeta^{-1/2}(1 - \zeta)}$$

(if $p = 2$, extend $\sigma_a$ to $\mathbb{Q}(\zeta_{2m+1})$). Everything below works, since

$$|((\zeta^{-1/2}(1 - \zeta))^{\sigma_a}|$$

is all that matters, and it is independent of the choice of the extension). We now apply Lemma 5.26. Let

$$f(\sigma) = \log |((\zeta^{-1/2}(1 - \zeta))^{\sigma}| = \log |(1 - \zeta)^{\sigma}|, \quad \sigma \in G.$$

Then the regulator is

$$R(\{\xi_a\}) = \pm \det[\log |\zeta_a|]_{a, \tau \neq 1}$$

$$= \pm \det[f(\sigma \tau) - f(\tau)]_{\sigma, \tau \neq 1}$$

$$= \pm \det[f(\tau \sigma^{-1}) - f(\tau)]_{\sigma, \tau \neq 1}$$

$$= \pm \prod_{\chi \neq 1} \sum_{\sigma \in G} \chi(\sigma) \log |1 - \zeta^{\sigma}|$$

$$= \pm \prod_{1 \leq a < \frac{1}{2}p^m} \sum_{\chi \in G} \chi(a) \log |1 - \zeta^a|$$

$$= \pm \prod_{a} \frac{1}{2} \sum_{a=1}^{p^m} \chi(a) \log |1 - \zeta^a|.$$  

If $f_\chi = p^k$ with $1 \leq k \leq m$, then, using the relation

$$\prod_{1 \leq a < p^m \atop a \equiv h(p^k)} (1 - \zeta_a^{p^m}) = 1 - \zeta_{p^k}^b,$$

we obtain

$$\sum_{a=1}^{p^m} \chi(a) \log |1 - \zeta^a| = \sum_{b=1}^{p^k} \chi(b) \log |1 - \zeta_{p^k}^b|$$

$$= -\frac{f_\chi}{\tau(\bar{\chi})} L(1, \bar{\chi}) = -\tau(\chi)L(1, \bar{\chi}).$$
Therefore,

\[ R(\{ \zeta_a \}) = \pm \prod_{\chi \neq 1} -\frac{1}{2}\tau(\chi)L(1, \chi) = h^+/\kappa^+, \quad 0, \]

where \( R^+ \) is the regulator of \( \mathbb{Q}(\zeta_{pm})^+ \) (we have used Corollary 4.6 to handle \( \tau(\chi) \)). Therefore the \( \pm \zeta_a \)'s generate a subgroup, namely \( C^+ \), of finite index in the full group of units, and

\[ [E^+_p : C^+_p] = \frac{R(\{ \zeta_a \})}{R^+} = h^+ \]

by Lemma 4.14. This completes the proof. \( \square \)

**Remark.** This result should be regarded as the analogue for \( h^+ \) of Theorem 6.19. A similar question arises: is \( E^+/C^+ \) isomorphic to the ideal class group of \( \mathbb{Q}(\zeta_{pm})^+ \) as modules over \( \mathbb{Z}[\text{Gal}(\mathbb{Q}(\zeta_{pm})^+ / \mathbb{Q})] \)? Let \( p \equiv 1 \mod 4 \), so \( \mathbb{Q}(\sqrt{p}) \subseteq \mathbb{Q}(\zeta_p)^+ \). Since \( \mathbb{Q}(\zeta_p)^+ / \mathbb{Q}(\sqrt{p}) \) is totally ramified, the norm map on the ideal class groups is surjective (see the appendix on class field theory).

Also, the norm of \( E^+ \) is contained in the units of \( \mathbb{Q}(\sqrt{p}) \), hence \( N(E^+)^+ / N(C^+) \) is either cyclic or \( (\mathbb{Z}/2\mathbb{Z}) \times (\text{cyclic}) \). Therefore, if \( E^+/C^+ \) is isomorphic to the ideal class group as modules over the Galois group, then the ideal class group of \( \mathbb{Q}(\sqrt{p}) \) must be cyclic (since \( p \equiv 1 \mod 4 \), the 2-part is trivial).

For \( p = 62501 \), Schaffstein found that the class group is \( \mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/3\mathbb{Z} \). Therefore, the isomorphism does not always hold. Whether or not there is an isomorphism as abelian groups appears to be an open question. Finding nontrivial examples appears to be difficult since \( h_n^+ = 1 \) for small \( n \) and for large \( n \) the calculations required to determine \( E^+ \) or the class group are extremely lengthy. The next question is whether or not the \( p \)-part of \( E^+/C^+ \) is isomorphic to the \( p \)-Sylow subgroup of the class group of \( \mathbb{Q}(\zeta_{pm})^+ \). In this case, it is hard to know what to expect. Vandiver's conjecture predicts that the \( p \)-Sylow subgroup of the class group, hence of both groups, is trivial. This is true for \( p < 125000 \), but it is not clear that it should be true in general.

Recent work of Mazur and Wiles on the “Main Conjecture” has yielded the following: Decompose the \( p \)-Sylow \( (E^+/C^+)_p \) of \( E^+/C^+ \) and the \( p \)-Sylow \( A \) of the ideal class group of \( \mathbb{Q}(\zeta_p) \) via the idempotents \( \varepsilon_i \) of Chapter 6. Then

\[ |\varepsilon_i(E^+/C^+)_p| = |\varepsilon_i A|. \]

We shall return to \( \mathbb{Q}(\zeta_p) \) later, but now we treat the case of \( \mathbb{Q}(\zeta_n) \) for general \( n \). We do not give a set of independent generators for the full group of cyclotomic units. However, we exhibit a set of independent units that generate a subgroup of finite index, which suffices to show that the cyclotomic units have finite index. One's first guess for a set of independent units would probably be

\[ \zeta_n^{(1-a)/a} \frac{1 - \zeta_n}{1 - \zeta_n}, \quad 1 < a < \frac{1}{2} n, \quad (a, n) = 1. \]

This set has \( \frac{1}{2}\phi(n) - 1 \) elements and is the obvious generalization of Lemma 8.1. Unfortunately, this set does not always work. We shall show below
(Corollary 8.8) that there are sometimes multiplicative dependence relations. Therefore, we use a set of units discovered by Ramachandra.

**Theorem 8.3.** Let \( n \neq 2 \mod 4 \), and let \( n = \prod_{i=1}^{s} p_i^{e_i} \) be its prime factorization. Let \( I \) run through all subsets of \( \{1, \ldots, s\} \), except \( \{1, \ldots, s\} \), and let \( n_I = \prod_{i \in I} p_i^{e_i} \). For \( 1 < a < \frac{1}{2}n \), \((a, n) = 1\), define

\[
\zeta_a = \zeta_n a \prod_{I} \frac{1 - \zeta_n^{am_I}}{1 - \zeta_n^{n_I}}, \quad d_a = \frac{1}{2} (1 - a) \sum_I n_I.
\]

Then \( \{\zeta_a\} \) forms a set of multiplicatively independent units for \( \mathbb{Q}(\zeta_n)^+ \). If \( C_n^+ \) denotes the group generated by \(-1\) and the \( \zeta_a \)'s, and \( E_n^+ \) denotes the group of units of \( \mathbb{Q}(\zeta_n)^+ \), then

\[
[E_n^+:C_n^+] = h_n^+ \prod_{\chi \neq 1} \prod_{p_i \nmid f_x} (\phi(p_i^{e_i}) + 1 - \chi(p_i)) \neq 0,
\]

where \( h_n^+ \) is the class number of \( \mathbb{Q}(\zeta_n)^+ \) and \( \chi \) runs through the nontrivial even characters of \((\mathbb{Z}/n\mathbb{Z})^\times\).

**Remarks.** The difference between the units \((1 - \zeta^a)/(1 - \zeta)\) and the present units is that these new ones contain contributions from the units of proper subfields.

We have not obtained generators for the full group of cyclotomic units of \( \mathbb{Q}(\zeta_n)^+ \). Sinnott has calculated the index of the full group of cyclotomic units to be

\[
[E_n^+:C_n^+] = 2^bh_n^+,
\]

where \( b = 0 \) if \( g = 1 \) and \( b = 2^{a-2} + 1 - g \) if \( g \geq 2 \), and \( g \) is the number of distinct prime factors of \( n \). See (Sinnott [1]).

**Proof of Theorem 8.3.** The proof will be similar in many ways to that of Theorem 8.2, but will be more technical. As in the proof of that theorem, we have

\[
R(\{\zeta_a\}) = \pm \prod_{\chi \neq 1} \frac{1}{2} \sum_{a=1}^{n} \chi(a) \sum_I \log |1 - \zeta_n^{am_I}|,
\]

where \( \chi \) runs through the nontrivial even characters mod \( n \). Clearly, this product should reduce to an expression involving \( \prod L(1, \chi) \), but there are a few problems: \( n \) might not be \( f_x \), the restriction \((a, n) = 1\) may leave out some terms with \((a, n) \neq 1\) but \((a, f_x) = 1\), and \( \zeta_n^{am_I} \) is not necessarily \( \zeta_{f_x}^a \). The following lemmas treat these difficulties.

**Lemma 8.4.** If \( f_x \) divides \( (n/m) \) then

\[
\sum_{a=1}^{n} \chi(a) \log |1 - \zeta_n^{am}| = 0.
\]
PROOF. We claim that there exists \( b \equiv 1 \mod (n/m) \) such that \((b, n) = 1\) and \(\chi(b) \neq 1\). If not, then \(\chi : (\mathbb{Z}/n\mathbb{Z})^* \to \mathbb{C}^*\) may be factored through \((\mathbb{Z}/(n/m)\mathbb{Z})^*\), so \(f_{\chi}(n/m)\), contradiction. Since \(\zeta_n^{am} = \zeta_n^{abm}\),

\[
\sum \chi(a) \log |1 - \zeta_n^{am}| = \sum \chi(a) \log |1 - \zeta_n^{abm}|
= \chi(b)^{-1} \sum \chi(a) \log |1 - \zeta_n^{am}|,
\]

so the sum vanishes.

\[\square\]

**Lemma 8.5.** Let \( n = mm' \) with \((m, m') = 1\), and suppose \(f\chi| m\). Then

\[
\sum_{a=1}^{n} \chi(a) \log |1 - \zeta_n^{am'}| = \phi(m') \sum_{b=1}^{m} \chi(b) \log |1 - \zeta_m^{b}|.
\]

PROOF. Write \( a = b + cm \) with \( 1 \leq b < m, 0 \leq c < m' \). If \((a, n) = 1\) then \((b, m) = 1\). Conversely, for each \( b \) with \((b, m) = 1\) there are \(\phi(m')\) choices of \( c \) such that \((b + cm, m') = 1\), hence \((b + cm, n) = 1\) (since \((m, m') = 1\)). Since \(\chi(a)\) and \(\zeta_n^{am'}\) depend only on \( b \), the lemma follows.

\[\square\]

**Lemma 8.6.** Suppose \( F, g, t \) are positive integers with \(f\chi| F \) and \(g| F\). Then

\[
\sum_{a=1}^{F\cdot t} \chi(a) \log |1 - \zeta_{F\cdot t}^{a}| = \sum_{b=1}^{F} \chi(b) \log |1 - \zeta_{F}^{b}|.
\]

PROOF. Write \( a = b + cF, 1 \leq b \leq F, 0 \leq c < t\). Then \((a, g) = 1 \iff (b, g) = 1\). Since

\[
\prod_{c=0}^{t-1} (1 - \zeta_{F\cdot t}^{b+cF}) = 1 - \zeta_{F\cdot t}^{b},
\]

and since \(\chi(a)\) depends only on \( b \), the lemma follows easily.

\[\square\]

**Lemma 8.7.** Assume \(f\chi| m\). Then

\[
\sum_{b=1}^{m} \chi(b) \log |1 - \zeta_m^{b}| = \left[\prod_{p|m} (1 - \chi(p))\right] \sum_{b=1}^{m} \chi(b) \log |1 - \zeta_m^{b}|.
\]

PROOF. Let \( p, q, \ldots \) represent the primes dividing \( m \). We only need to consider those which do not divide \( f\chi \). The right-hand side equals

\[
\sum_{b=1}^{m} \chi(b) \log |1 - \zeta_m^{b}| - \sum_{p} \chi(p) \sum_{b=1}^{m} \chi(b) \log |1 - \zeta_m^{b}|
+ \sum_{p,q | p \neq q} \chi(pq) \sum_{b=1}^{m} \chi(b) \log |1 - \zeta_m^{b}| - \cdots
= \sum_{b=1}^{m} \chi(b) \log |1 - \zeta_m^{b}| - \sum_{p} \chi(p) \sum_{b=1}^{m/p} \chi(b) \log |1 - \zeta_{m/p}^{b}| + \cdots
\]
(by Lemma 8.6 with \( g = 1 \). Since \( p \nmid f \alpha \), we have \( f \alpha \mid m/p \))

\[
= \sum_{b=1}^{m} \chi(b) \log |1 - (\zeta_m^b)| - \sum_{p \mid b} \sum_{b=1}^{m} \chi(b) \log |1 - (\zeta_m^b)| + \cdots
\]

\[
= \sum_{b=1}^{m} \chi(b) \log |1 - (\zeta_m^b)|
\]

(e.g., if \( pq \mid b \) then \( \sum_{p} \) subtracts the term for \( b \) twice but \( \sum_{p \neq q} \) adds it back once; this is essentially the relation \( \sum_{j=0}^{n} (-1)^{j} \binom{n}{j} = 0 \) if \( n > 0 \)).

This completes the proof of Lemma 8.7. \( \square \)

We may now finish the proof of Theorem 8.3. If \( m' = n_I \) for some \( I \) then \( n = mm' \) with \((m, m') = 1\). If \( f \alpha \mid m \) then

\[
\sum_{a=1}^{n} \chi(a) \log |1 - (\zeta_n^{am'})| = \phi(m') \sum_{b=1}^{m} \chi(b) \log |1 - (\zeta_m^b)|
\]

\[
= \phi(m') \left[ \prod_{p \mid m} (1 - \chi(p)) \right] \sum_{b=1}^{m} \chi(b) \log |1 - (\zeta_m^b)|
\]

\[
= \phi(m') \left[ \prod_{p \mid m} (1 - \chi(p)) \right] \frac{f \alpha}{\tau(\zeta)} L(1, \zeta) \prod_{p \mid m} (1 - \chi(p))
\]

\[
= -\phi(m') \tau(\chi) L(1, \zeta) \prod_{p \mid m} (1 - \chi(p)).
\]

Therefore (let \( n = n_In_I' \), so \( n_I = m' \) and \( n_I' = m \))

\[
\sum_{a=1}^{n} \chi(a) \sum_{I} \log |1 - (\zeta_n^{am'})| = -\tau(\chi) L(1, \zeta) \sum_{I} \frac{\phi(n_I)}{f \alpha | n_I'} \prod_{p \mid n_I'} (1 - \chi(p)).
\]

Consequently

\[
R(\{ \zeta_a \}) = \pm \prod_{\chi \neq 1} \frac{1}{2} \tau(\chi) L(1, \zeta) \sum_{I} \frac{\phi(n_I)}{f \alpha | n_I'} \prod_{p \mid n_I'} (1 - \chi(p))
\]

\[
= h_n^+ R_n^+ \prod_{\chi \neq 1} \left( \frac{\sum_{I} \phi(n_I)}{f \alpha | n_I'} \prod_{p \mid n_I'} (1 - \chi(p)) \right),
\]

where \( h_n^+ \) and \( R_n^+ \) are the class number and regulator of \( \mathbb{Q}(\zeta_n)^+ \), respectively.

Recall \( n = \prod_{i=1}^{s} p_I^{e_i} \). We claim that

\[
\sum_{I} \phi(n_I) \prod_{p \mid n_I'} (1 - \chi(p)) = \prod_{I} (\phi(p_I^{e_i}) + 1 - \chi(p_i)).
\]
If the right-hand side is expanded out, we obtain
\[
\sum_J \phi\left(\sum_{i \in J} p_i^{\epsilon_i}\right) \prod_{i \notin J} (1 - \chi(p_i)),
\]
where \( J \) runs through all subsets of \( \{i | p_i \neq f_x\} \). If \( p | f_x \) then \( 1 - \chi(p_i) = 1 \). Therefore we enlarge the set of \( i \notin J \) to include all \( i \notin J \) with \( 1 \leq i \leq s \). If we let \( n_J = \prod_{i \in J} p_i^{\epsilon_i} \) and \( n'_J = \prod_{i \notin J} p_i^{\epsilon_i} \) then we obtain
\[
\sum_J \phi(n_J) \prod_{p | n_J} (1 - \chi(p)).
\]
Since \( J \) is included in the sum \( \Leftrightarrow (n_J, f_x) = 1 \Leftrightarrow f_x | n'_J \), the claim is proved. Note that \( f_x \neq 1 \Rightarrow n_J \neq 1 \Rightarrow J \neq \{1, \ldots, s\} \), as required.

Finally, since the real part of \( \phi(p_i^{\epsilon_i}) + 1 - \chi(p_i) \) is positive, the above product is nonzero. Since the index \( [E_n^+ : C_n^+] \) is the ratio of regulators \( R(\{\xi_a\})/R_n^+ \), the proof of Theorem 8.3 is complete.

\[\square\]

**Corollary 8.8.** Let \( C_n'' \) be the group generated by \(-1\) and the units of the form
\[
\zeta_{n}^{(1-a)/2} \frac{1 - \zeta_{n}^{a}}{1 - \zeta_{n}}, \quad 1 < a < \frac{1}{2}n, (a, n) = 1.
\]
Then
\[
[E_n^+ : C_n''] = h_n^+ \prod_{\chi \neq 1, \chi(p) \neq 0} \prod_{p | n} (1 - \chi(p)),
\]
where \( \chi \) runs through the nontrivial even characters mod \( n \), and the index is infinite if the right-hand side is 0.

**Proof.** The regulator of \( C_n'' \) is
\[
\pm \prod_{\chi \neq 1} \frac{1}{2} \sum_{a = 1}^{n} (a, n = 1} \chi(a) \log |1 - \zeta_{n}^{a}|.
\]
By the above calculations (plus Lemmas 8.7 and 8.6), we find that this expression equals
\[
\pm \prod_{\chi \neq 1} \left[ \frac{\tau(\chi)L(1, \chi)}{\prod_{p | n} (1 - \chi(p))} \right] = h_n^+ R_n^+ \prod_{\chi \neq 1, \chi(p) \neq 0} \prod_{p | n} (1 - \chi(p)).
\]
This completes the proof.

\[\square\]

It is easy to see that there are many examples where \( C_n'' \) is not of maximal rank. For example, if \( n = 55 \), then 11 splits in \( \mathbb{Q}(\sqrt{5}) \), so \( \chi(11) = 1 \) for the quadratic character of conductor 5. Therefore \( [E_{55}^+: C_{55}'''] \) is infinite. If \( n \) has 4 distinct prime factors then the index is automatically infinite (see Exercises).
In the above, we have used only two basic relations, namely
\[ 1 - \zeta_n^{-a} = -\zeta_n^{-a}(1 - \zeta_n^a) \]
and
\[ 1 - \zeta_m^a = \prod_{j=0}^{(n/m) - 1} (1 - \zeta_n^{a + mj}) \text{ if } m|n. \]

The following theorem of Bass shows that these generate almost all relations.

**Theorem 8.9.** Let \( n \not\equiv 2 \mod 4 \) and let \((A_n^0)^+\) be the additive abelian group with generators
\[
\left\{ g\left(\frac{a}{n}\right) \mid a \in \frac{1}{n}\mathbb{Z}/\mathbb{Z}, \; \frac{a}{n} \neq 0 \right\}
\]
and relations
\[ g\left(\frac{-a}{n}\right) = g\left(\frac{a}{n}\right) \]
and
\[ g\left(\frac{a}{m}\right) = \sum_{j=0}^{(n/m) - 1} g\left(\frac{a + mj}{n}\right) \text{ if } m|n \text{ (and } a/m \neq 0). \]

Let \( \tilde{C}_n \) be the group generated by \( \{1 - \zeta_n^a \mid 1 \leq a < n\} \). (\( \tilde{C}_n \) contains some non-units). Then, for some \( c \), there is an exact sequence
\[ 0 \to (\mathbb{Z}/2\mathbb{Z})^c \to (A_n^0)^+ \to \tilde{C}_n/\langle \pm \zeta_n \rangle \to 0, \]
where
\[ g\left(\frac{a}{n}\right) \mapsto 1 - \zeta_n^a \text{ mod } \langle \pm \zeta_n \rangle. \]

**Proof.** The proof uses distributions, hence will be postponed until Chapter 12.

### §8.2 Proof of the p-adic Class Number Formula

In order to prove the \( p \)-adic class number formula (Theorem 5.24), we study the units of an arbitrary totally real abelian number field \( K \) of degree \( r \) over \( \mathbb{Q} \). Let \( K \subseteq \mathbb{Q}(\zeta_n)^+ \) and let \( N \) be the norm from \( \mathbb{Q}(\zeta_n)^+ \) to \( K \). Let \( E_n^+ \) and \( E_K \) be the respective unit groups, and \( C_n^+ \) and \( C_K \) the cyclotomic units (we can take \( C_K = E_K \cap C_n^+ \text{ or } N(C_n^+) \); either definition works here). If \( \varepsilon \in E_K \) then \( N_{\varepsilon} = \varepsilon^d \), where \( d = \deg(\mathbb{Q}(\zeta_n)^+/K) \). Therefore \( N(E_n^+) \) contains \( E_K^d \), hence is of finite index in \( E_K \). Since \( [E_n^+ : C_n^+] \) is finite, and \( N(C_n^+) \subseteq C_K \), it follows that \( [E_K : C_K] \) is finite. But we need to be more explicit.
Let \( G = \text{Gal}(\mathbb{Q}(\zeta_n)^+ / \mathbb{Q}) = \{ \sigma | 1 < a < \frac{1}{2} n, \ (a, n) = 1 \} \), and let \( H = \text{Gal}(\mathbb{Q}(\zeta_n)^+ / K) \). Then \( G/H = \text{Gal}(K/\mathbb{Q}) \). Let \( R \subseteq G \) be a set of coset representatives for \( G/H \) and \( R' \subset R \) a set of representatives for \( G/H - \{ H \} \). In Theorem 8.3,

\[
\tilde{\zeta}_a = \zeta_n^{d_a} \zeta_n^{\sigma_a} \alpha, \quad \text{where} \quad \alpha = \prod_{\ell} (1 - \zeta_n^{\ell^{n^r}}).
\]

Letting \( \beta = N(\alpha) \), we have \( N(\zeta_a) = \zeta_n^{d_a}(\beta^{\sigma_a}/\beta) \) with \( d_a \in \mathbb{Z} \). Clearly \( \beta^{\sigma_a}/\beta = \beta^{\sigma_b}/\beta \) if \( \sigma_a \sigma_b^{-1} \in H \). So we only need to consider

\[
\{ N\zeta_a | \sigma_a \in R' \}.
\]

We have

\[
R(\{ N\zeta_a \}) = \pm \det(\log | N\zeta_a^{\sigma} |) \prod_{\sigma \in G/H, \sigma \neq 1} \log | \beta^{\sigma_a} | + \log \beta | \log | \beta^{\sigma_a} | | \log | \beta^{\sigma_{a^{t^{-1}}} |} | \log | \beta^{\sigma_{a^{t^{-1}}}} | - \log | \beta^{\sigma_{a^{t^{-1}}}} | _{\sigma, \tau \neq 1} \log | \beta^{\sigma_{a^{t^{-1}}}} | (\text{Lemma 5.26})
\]

Extending \( \chi \) to \( G \) by letting \( \chi(H) = 1 \), we obtain

\[
\pm \prod_{\chi \neq 1} \chi(\sigma) \log | \alpha^{\sigma_a} | = \pm \prod_{\chi \neq 1} \frac{1}{2} \sum_{(a, n) = 1} \chi(a) \log | \alpha^{\sigma_a} |.
\]

But these factors are exactly the ones that were evaluated in Theorem 8.3. Therefore, as before,

\[
R(\{ N\zeta_a \}) = \pm \prod_{\chi \neq 1} \left[ \frac{1}{2} \tau(\chi)L(1, \chi) \prod_{p_i \equiv 1 f_x} (\phi(p_i^{\sigma_a}) + 1 - \chi(p_i)) \right]
\]

\[
h_k R_k \prod_{\chi \neq 1} \prod_{p_i \equiv 1 f_x} (\phi(p_i^{\sigma_a}) + 1 - \chi(p_i)) \neq 0,
\]

so the group generated by \( \{ N\zeta_a \} \) and \(-1\) has index

\[
i_k = h_k \prod_{\chi \neq 1} \prod_{p_i \equiv 1 f_x} (\phi(p_i^{\sigma_a}) + 1 - \chi(p_i))
\]

in the full group of units.

Observe that the preceding calculation of \( R(\{ N\zeta_a \}) \) would have worked just as well with \( \log_p \) in place of \( \log \), except for the use of the relation

\[
\prod_{\chi \neq 1} L(1, \chi) = \frac{2^{r-1} h_k R_k}{\sqrt{d_k}}.
\]
Also note that (Theorem 5.18)

$$\sum_{a=1}^{f_x} \chi(a) \log_p (1 - \zeta_{f x}^a) = - \left(1 - \frac{\chi(p)}{p}\right)^{-1} \tau(\chi) L_p(1, \chi),$$

so an Euler factor appears in the calculations. Therefore

$$R_p(\{N^x_{a}\}) = \prod_{\chi \neq 1} \left[ \frac{1}{2} \tau(\chi) \left(1 - \frac{\chi(p)}{p}\right)^{-1} L_p(1, \chi) \prod_{p_i \nmid f_x} (\phi(p_i^{e_i}) + 1 - \chi(p_i)) \right]$$

$$= \pm \frac{i_K}{h_K} 2^{1-r} \sqrt{d_K} \prod_{\chi \neq 1} \left(1 - \frac{\chi(p)}{p}\right)^{-1} L_p(1, \chi).$$

But

$$i_K = \frac{R_p(\{N^x_{a}\})}{R_{K,p}} \quad (p\text{-adic version of Lemma 4.14}),$$

so

$$\pm \frac{2^{r-1} h_K R_{K,p}}{\sqrt{d_K}} = \prod_{\chi \neq 1} \left(1 - \frac{\chi(p)}{p}\right)^{-1} L_p(1, \chi).$$

Since $R_{K,p}$ is only determined up to sign, we may choose $R_{K,p}$ so as to eliminate the “±”. This completes the proof of Theorem 5.24. \qed

§8.3 Units of $\mathbb{Q}(\zeta_p)$ and Vandiver’s Conjecture

We now study more closely the units of $\mathbb{Q}(\zeta_p)$ for $p$ an odd prime. Let $\zeta = \zeta_p$ and let $G = \text{Gal}(\mathbb{Q}((\zeta))/\mathbb{Q}) \cong (\mathbb{Z}/p\mathbb{Z})^\times$. The characters of $G$ are of the form $\omega^i$, $0 \leq i \leq p-2$, where $\omega$ is the Teichmüller character. Correspondingly, we have the idempotents

$$\varepsilon_i = \frac{1}{p-1} \sum_{a=1}^{p-1} \omega^i(a) \sigma_a^{-1} = \frac{1}{p-1} \sum_{a=1}^{p-1} \omega^{-i}(a) \sigma_a \in \mathbb{Z}_p[G].$$

It is easy to see that

$$\sum_{i=0}^{p-2} \varepsilon_i = 1 \quad \text{and} \quad \varepsilon_i \varepsilon_j = \begin{cases} \varepsilon_i, & i = j \\ 0, & i \neq j. \end{cases}$$

Let $E$ be the units of $\mathbb{Q}(\zeta_p)$. For $N > 0$, let

$$E_{p^N} = E/E^{p^N}$$
Usually we shall take $N$ sufficiently large; if we wanted to, we could take the inverse limit for $N \to \infty$, but this is not necessary. Since $E = \mathcal{W}E^+$, where $\mathcal{W}$ is the group of roots of unity, we have

$$E/\mathcal{W}E^+ \cong \mathbb{Z}/p\mathbb{Z} \times (\mathbb{Z}/p^N\mathbb{Z})^{(p-3)/2},$$

as groups.

We wish to study the action of $G$, and $\mathbb{Z}_p[G]$, on $E/\mathcal{W}E^+$. If $\eta \in E/\mathcal{W}E^+$ and $a \in \mathbb{Z}_p$ then $\eta^a$ is defined in the natural way: let $a \equiv a_0 \mod p^N$ with $a_0 \in \mathbb{Z}$; then $\eta^a = \eta^{a_0}$. Consequently $\epsilon_i$ acts on $E/\mathcal{W}E^+$ for each $i$, so

$$E/\mathcal{W}E^+ = \bigoplus_{i=0}^{p-2} \epsilon_i E/\mathcal{W}E^+.$$

We now analyze each summand. First, suppose $i = 0$. Then $\epsilon_0$ is just a multiple of the norm, hence

$$\epsilon_0 E/\mathcal{W}E^+ \subseteq \text{Norm}(E/\mathcal{W}E^+) \leq 1 \mod E/\mathcal{W}E^+ = 1.$$

Next, let $i$ be arbitrary. Let $\eta \in E$, so $\eta = \zeta^r \eta_0$, where $r \in \mathbb{Z}$ and $\tilde{\eta}_0 = \eta_0$. Since $\sigma_a(\zeta) = \zeta^{\omega(a)}$, and since this equation characterizes $\epsilon_i E/\mathcal{W}E^+$, the subgroup generated by $\zeta$ lies in $\epsilon_i E/\mathcal{W}E^+$. Now consider the real unit $\eta_0$:

$$\epsilon_i(\eta_0)^{p-1} = \prod_{a=1}^{p-1} \sigma_a^{-1}(\eta_0)^{\omega_i(a)} \mod E/\mathcal{W}E^+$$

If $i$ is odd, $\omega_i(a) = -\omega_i(-a)$ while $\sigma_a^{-1}(\eta_0) = \sigma_{-a}^{-1}(\eta_0)$. The factors for $a$ and $-a$ cancel, so $\epsilon_i(\eta_0) \equiv 1 \mod E/\mathcal{W}E^+$. We have proved the following.

**Proposition 8.10.**

$$E/\mathcal{W}E^+ = \langle \zeta \rangle \oplus \bigoplus_{i=2, \text{ even}}^{p-3} \epsilon_i E/\mathcal{W}E^+ \quad \text{and} \quad E/\mathcal{W}E^+ = E^+/\mathcal{W}E^+ \cong \bigoplus_{i=2, \text{ even}}^{p-3} \epsilon_i E/\mathcal{W}E^+$$

($\langle \zeta \rangle = \epsilon_1 E/\mathcal{W}E^+$ is the subgroup generated by $\zeta$).

Note that $E/\mathcal{W}E^+$ is a direct sum of $(p-3)/2$ cyclic groups of order $p^N$ (by the Dirichlet Unit Theorem) and that there are $(p-3)/2$ summands in the above formula. One therefore might expect that each summand is a cyclic group. We shall show that this is the case, using the cyclotomic units.

**Proposition 8.11.** Let $g$ be a primitive root mod $p^n$. Then

$$\frac{\zeta_p^{(1-g)/2} - \zeta_p^{-g}}{1 - \zeta_p^{-g}} \frac{\zeta_p^{(1-g)/2}}{1 - \zeta_p^{-g}}$$

generates $C_p^*$ as a module over $\mathbb{Z}[\text{Gal}(\mathbb{Q}(\zeta_{p^n}^*)/\mathbb{Q})]$. 
PROOF. During this proof, let $\zeta = \zeta^\nu$. Let $(a, p) = 1$. Then $a \equiv g^r \mod p^n$ for some $r > 0$, so

$$
\frac{\zeta((1-a)/2)}{1-\zeta} = \frac{\zeta((1-g^r)/2)}{1-\zeta} = \prod_{i=0}^{r-1} \frac{\zeta((g^i-g^{i+1})/2)}{1-\zeta} = \prod_{i=0}^{r-1} \left( \frac{\zeta((1-g)/2)}{1-\zeta} \right)^{\sigma_i^g},
$$

The result follows from Lemma 8.1. \qed

Remark. The above works for $p = 2$ if we let $g \equiv 5 \mod 8$ and note that either $a \equiv g^r$ or $-a \equiv g^r \mod 2^n$.

Actually, Proposition 8.11 is a more explicit version of Lemma 5.27.

Fix the primitive root $g \mod p$ and let $i$ be even, $2 \leq i \leq p-3$. Let

$$
\omega_N(a) \equiv \omega(a) \mod p^N, \quad \omega_N(a) \in \mathbb{Z}.
$$

Define

$$
E_i^{(N)} = \prod_{a=1}^{p-1} \left( \frac{\zeta((1-a)/2)}{1-\zeta} \right)^{\omega_N(a)^i \sigma_{a^{-1}}},
$$

so

$$
E_i^{(N)} \equiv \left( \frac{\zeta((1-g)/2)}{1-\zeta} \right)^{(p-1)i} \mod (E^+)^{p^N}.
$$

and

$$
E_i^{(N)} \in \varepsilon_i^{(N)} E^+_{p^{N}}
$$

In particular, define

$$
E_i \overset{\text{def}}{=} E_i^{(1)} = \prod_{a=1}^{p-1} \left( \frac{\zeta((1-a)/2)}{1-\zeta} \right)^{a^i \sigma_{a^{-1}}},
$$

$$
\equiv \prod_{a=1}^{p-1} \left( \frac{\zeta((1-a)/2)}{1-\zeta} \right)^{a^{p-1-i}} \mod (E^+)^p
$$

(change $a$ to $a^{-1}$ and note $\sigma_{a^{-1}} = \zeta^a$).

Since $\omega_N(a) \equiv a \mod p$ it follows that

$$
E_i^{(N)} \text{ is a } p^n \text{th power } \iff E_i \text{ is a } p^n \text{th power}.
$$
This fact will prove useful in the following. For technical reasons it will often
be convenient to let \( N \) be large. But we still obtain information about the
case \( N = 1 \). Since \( \log_p \zeta = 0 \), we have (change \( a \) to \( a^{-1} \))
\[
\log_p E_i^{(N)} = \sum_{a=1}^{p-1} \omega_N(a^{-1}) \log_p \left( \frac{1 - \zeta^{ag} a^{-1}}{1 - \zeta^a} \right)
\equiv \sum_{a=1}^{p-1} \omega(a)^{-i} \log_p \left( \frac{1 - \zeta^{ag} a^{-1}}{1 - \zeta^a} \right) \pmod{p^N}
\]
(since \( \log_p Q(\zeta_p) \subseteq \mathbb{Z}_p[\zeta_p] \); see Exercise 5.15(c))
\[\equiv - (\omega^i(g) - 1) \tau(\omega^{-i}) L_p(1, \omega^i) \pmod{p^N}.\]

From Proposition 6.13, we know that \( v_p(\tau(\omega^{-i})) = i/(p - 1) \) (see also
Exercise 8.12). Since \( \omega^i(g) - 1 \equiv g^i - 1 \not\equiv 0 \pmod{p} \), we have proved the
following.

**Proposition 8.12.** If \( N \geq 1 + v_p(L_p(1, \omega^i)) \), then
\[
v_p(\log_p E_i^{(N)}) = \frac{i}{p - 1} + v_p(L_p(1, \omega^i)). \quad \square
\]

**Proposition 8.13.** Let \( N \geq 1 \) and let \( i \) be even, \( 2 \leq i \leq p - 3 \). Then
\[\varepsilon_i E_{pN}^+ \simeq \mathbb{Z}/p^N \mathbb{Z} \]

**Proof.** Since \( L_p(1, \omega^i) \not= 0 \), \( E_i^{(N)} \not= 1 \), hence \( \varepsilon_i E_{pN}^+ \not= 0 \), for large \( N \). Since
\( E_{pN}^+ \simeq (\mathbb{Z}/p^N \mathbb{Z})^{p - 3}/2 \), and \( \varepsilon_i E_{pN}^+ \) is a direct summand, \( \varepsilon_i E_{pN}^+ \simeq (\mathbb{Z}/p^N \mathbb{Z})^{a_i} \)
for
some \( a_i \geq 1 \). But \( \sum a_i = (p - 3)/2 \), so each \( a_i = 1 \). This proves the proposition for large \( N \).

If \( N \) is arbitrary (i.e., smaller), we may choose \( M \geq N \) large and take a
quotient. Then
\[\varepsilon_i E_{pN}^+ \simeq \varepsilon_i (E_{pM}^+/(E_{pM}^+)^{pN}) \simeq \mathbb{Z}/p^N \mathbb{Z}, \]
as desired. \( \square \)

Recall that \( h^+ = [E^+: C^+] \). Let \( C_{pN}^+ \) be the group generated by \( C^+ \)
mod(\( E^+ \))\( p^N \). If \( p^N > h^+ \) then
\[
(\mathbb{E}^+/C^+) \simeq E_{pN}^+/C_{pN}^+,
\]
where, for a finite abelian group \( A \), we let \((A)p\) denote its \( p \)-Sylow subgroup.
From Proposition 8.11, \( \varepsilon_i C_{pN}^+ \) is generated by the unit \( E_i^{(N)} \), so
\[
(\mathbb{E}^+/C^+) \simeq \bigoplus_{i \text{ even}}^{p-3} \varepsilon_i E_{pN}^+/(E_i^{(N)}).
\]
Since $e_i E_i^{p^k}$ is a cyclic group of $p$-power order, the $i$th summand is nontrivial if and only if $E_i^{(N)}$ is a $p$th power. Since $E_i^{(N)}$ is a $p$th power if and only if $E_i$ is a $p$th power, we obtain the following important result.

**Theorem 8.14.** \( p \mid h^+ (\mathbb{Q}(\zeta_p)) \iff \text{some } E_i \ (i \text{ even, } 2 \leq i \leq p - 3) \text{ is a } p\text{th power of a unit of } \mathbb{Q}(\zeta_p)^+ \).

**Corollary 8.15.** If \( p \nmid h^+ (\mathbb{Q}(\zeta_p)) \) then the $E_i$'s generate $E^+/E^+_p$ (this is also obvious from Theorem 8.2).

**Theorem 8.16.** $E_i$ is a $p$th power $\Rightarrow p \mid B_i$.

**Proof.** We may replace $E_i$ with $E_i^{(N)}$ for $N$ sufficiently large. If $E_i^{(N)} = \eta^p$ then $\log_p E_i^{(N)} = p \log_p \eta$. Since $\log_p \eta \in \mathbb{Z}_p[\zeta_p]$ (cf. Exercise 5.15(c)),

$$1 \leq v_p (\log_p E_i^{(N)}) = \frac{i}{p - 1} + v_p (L_p(1, \omega^j)),$$

so

$$v_p (L_p(1, \omega^j)) > 0.$$

Since

$$L_p(1, \omega^j) \equiv L_p(1 - i, \omega^j) \equiv -\frac{B_i}{i} \pmod{p}$$

by Corollary 5.13, we have $p \mid B_i$. This completes the proof.

**Remark.** The converse is not true. In fact, for $p < 125000$, $p \nmid h^+$, so $E_i$ is not a $p$th power.

**Corollary 8.17.** \( p \mid h^+ (\mathbb{Q}(\zeta_p)) \Rightarrow p \mid h^- (\mathbb{Q}(\zeta_p)) \) (this is the same as Theorem 5.33).

**Proof.** Theorems 8.14, 8.16, and 5.16.

We have mentioned that $p \nmid h^+ (\mathbb{Q}(\zeta_p))$ for $p < 125000$. The way this is verified (on a computer) is via the corollary of the following result. Its advantage is that it uses only rational arithmetic, hence is suitable for computer calculations.

**Proposition 8.18.** Let $i$ be even, $2 \leq i \leq p - 3$. Let $l$ be a prime with $l \equiv 1 \pmod{p}$, say $l = kp + 1$, and let $t$ be an integer satisfying $(t, l) = 1$ and $t^k \not\equiv 1 \pmod{l}$. Define

$$d = d_i = 1^{p - i} + 2^{p - i} + \cdots + \left(\frac{p - 1}{2}\right)^{p - i}$$

and

$$Q_i = t^{-kd/2} \prod_{b=1}^{(p-1)/2} (t^{kb} - 1)^{b^{p-1-i}}.$$
Let \( l \) be the prime of \( \mathbb{Q}(\zeta_p) \) above \( l \) such that \( t^k \equiv \zeta_p \mod l \) (see the discussion following Proposition 2.14). Then

\[
Q_i^k \equiv 1 \mod l \iff E_i \text{ is a } p\text{-th power mod } l.
\]

**Proof.** Let \( R_i = \prod_{a=1}^{p-1} (\zeta^{a/2} - \zeta^{-a/2})^{ap-1-i} \). Recall that \( g \) is a primitive root mod \( p \). Changing \( a \) to \( ag \), we find that

\[
R_i = \prod_{a=1}^{p-1} (\zeta^{ag/2} - \zeta^{-ag/2})^{ap-1-i}. \quad (\text{pth power}),
\]

so

\[
R_i^{l-1} = \prod_{a=1}^{p-1} \left( \frac{\zeta^{ag/2} - \zeta^{-ag/2}}{\zeta^{a/2} - \zeta^{-a/2}} \right)^{ap-1-i}. \quad (\text{pth power})
\]

\[
= E_i A^p \text{ for some } A \in \mathbb{Q}(\zeta)^{\times}.
\]

Note that the only prime ideal which can divide \( R_i \) is \((1 - \zeta)\); therefore \( R_i \equiv 0 \mod l \) will never happen. Since \((q^l - 1, p) = 1, E_i \) is a \( p\)-th power mod \( l \) if and only if \( R_i \) is a \( p\)-th power mod \( l \). The terms for \( a \) and \( p - a \) in the definition of \( R_i \) differ by a \( p\)-th power (note \(-1 = (-1)^p\)), so we may combine terms and find that \( R_i \) is a \( p\)-th power mod \( l \) if and only if the same holds for

\[
\prod_{b=1}^{(p-1)/2} (\zeta^{b/2} - \zeta^{-b/2})^{bp-1-i} = \zeta^{-d/2} \prod_{b=1}^{(p-1)/2} (\zeta^b - 1)^{bp-1-i}.
\]

Since \( t^k \not\equiv 1 \mod l \) but \( t^{kp} \equiv t^{l-1} \equiv 1 \mod l \), \( t^k \) is a \( p\)-th root of unity mod \( l \). Proposition 2.14 yields the prime ideal \( l \) of \( \mathbb{Q}(\zeta) \) lying above \( l \) such that \( t^k \equiv \zeta \mod l \). Since \((\mathbb{Z}[\zeta]/l)^{\times}\) is cyclic of order \( l - 1 = kp \), it follows that \( Q_i^k \equiv 1 \mod l \), or mod \( l \), if and only if \( Q_i \) is a \( p\)-th power mod \( l \). Since

\[
Q_i \equiv \zeta^{-d/2} \prod_{b=1}^{(p-1)/2} (\zeta^b - 1)^{bp-1-i} \mod l,
\]

the proof is complete. \( \square \)

**Corollary 8.19.** Let \( p \) be an irregular prime and let \( i_1, \ldots, i_s \) be the even indices \( 2 \leq i \leq p - 3 \) such that \( p \mid B_i \). Suppose there exists a prime \( l \equiv 1 \mod p \) and an integer \( t \), as in Proposition 8.18, such that \( Q_i^k \not\equiv 1 \mod l \) for all \( i \in \{i_1, \ldots, i_s\} \). Then \( p \nmid h^+(\mathbb{Q}(\zeta_p)) \).

**Proof.** Theorems 8.14 and 8.16, and Proposition 8.18. \( \square \)

**Remark.** Of course, we could have used a different prime \( l \) for each index \( i \), but the above form is what will be needed in Chapter 9 when we treat Fermat's Last Theorem. The converse of Corollary 8.19 is also true. Suppose \( p \nmid h^+ \). Then none of the \( E_i \)'s are \( p\)-th powers. The density of the prime ideals \( l \) such that a given \( E_i \) is a \( p\)-th power mod \( l \) is \( 1/p \) by the Tchebotarev Density Theorem. Since there are less than \( p \) units \( E_i \), there must be infinitely many \( l \)
such that none of the $E_i$'s are $p$th powers mod $l$. As usual, only primes $l$ with residue class degree 1 over $\mathbb{Q}$ need to be considered, but these are precisely the primes that lie over rational primes $l \equiv 1 \mod p$. Proposition 8.18 now applies and we have $Q_i^k \neq 1 \mod l$ for all $i$, for an appropriate choice of $t$.

**Remark.** Vandiver’s conjecture states that $p \nmid h^+(\mathbb{Q}(\zeta_p))$ for all $p$ (Serge Lang has pointed out that the conjecture actually originated with Kummer: in a letter to Kronecker, Kummer refers to $p \nmid h^+$ as a “noch zu beweisenden Satz” (see Kummer’s Collected Works, vol. I, p. 85)). The conjecture has been verified for all $p < 125000$. What are the chances that it is true in general? First, consider a probability argument similar to that used for $h^-$ in Section 5.3. Suppose each $E_i$ is a $p$th power with probability $1/p$. There are $(p - 3)/2$ indices $i$, so the probability that $p \nmid h^+$ would be

$$\left(1 - \frac{1}{p}\right)^{(p-3)/2} \to e^{-1/2} = 0.6065 \ldots$$

This does not agree at all with the numerical evidence. Perhaps, then, is there something yet undiscovered which causes the $E_i$'s to be non-$p$th powers? If so, could this force be strong enough to make Vandiver’s conjecture true for all $p$? This question remains open. Another probability argument that could be used is a refinement of the above. Since the only $E_i$’s which can possibly be $p$th powers occur when $p|B_i$, we consider only such indices $i$ and suppose that the probability of being a $p$th power is again $1/p$. The index of irregularity should take on the value $k$ with probability $e^{-1/2}/2^k k!$ (see the discussion following Theorem 5.17), so the number of exceptions to Vandiver’s conjecture for $p \leq x$ should be approximately

$$\sum_{p \leq x} \sum_{k=0}^{\infty} (\text{Prob. } i(p) = k)(\text{Prob. some } E_i \text{ is a } p\text{th power})$$

$$= \sum_{p \leq x} \sum_{k=0}^{\infty} \left(\frac{e^{-1/2}}{2^k k!}\right)\left(1 - \left(1 - \frac{1}{p}\right)^k\right)$$

$$= \sum_{p \leq x} \left(1 - e^{-1/2p}\right) \sim \sum_{p \leq x} \frac{1}{2p} \sim \frac{1}{2} \log \log x.$$ 

Since $\frac{1}{2} \log \log(125000) = 1.23 \ldots$, it is not surprising that no exceptions have been found. Moreover, most of the contributions to this sum come from the first few primes. If we started the sum at the first irregular prime $p = 37$, we would obtain a much smaller number.

Finally, we could use a more naive approach. Suppose $p|h^+$ with probability $1/p$. Then the number of exceptions to Vandiver’s conjecture for $p \leq x$ should be

$$\sum_{p \leq x} \frac{1}{p} \sim \log \log x.$$
The comments for the previous approach apply here also. However, another point arises. For \( h^- \) we used Bernoulli numbers which were much larger than \( p \). Hence it was reasonable to expect that they were random mod \( p \). But it is possible that \( h^+ \) is often small. In fact, very little is known about \( h^+ \). For small values of \( p, h^+ = 1 \). For some \( p \) we know \( h^+ > 1 \). For example \( 3 \mid h_{57}^+ \) since \( h(\mathbb{Q}(\sqrt{257})) = 3 \). But, at present, for each \( p \) with \( h^+ > 1 \) we do not know the exact value. The computer calculations would be too lengthy. In any case, assuming \( h^+ \) is random mod \( p \) is rather dangerous.

Whether or not Vandiver’s conjecture is always true, the above arguments indicate that it should hold for most primes. In Chapter 10, several important consequences of the conjecture will be given.

### 8.4 \( p \)-adic Expansions

We now examine the \( p \)-adic expansions of units. Our main goal is to prove Theorem 8.22. Let \( \zeta = \zeta_p \) and let

\[
\pi = \zeta - 1 \quad \text{and} \quad \lambda = (\zeta - 1)(\zeta^{-1} - 1) = 2 - (\zeta + \zeta^{-1}),
\]

so \( \pi \) and \( \lambda \) are the prime ideals lying above \( p \) in \( \mathbb{Z}[\zeta] \) and \( \mathbb{Z}[\zeta + \zeta^{-1}] \), respectively. Note that any element of \( \mathbb{Z}[\zeta + \zeta^{-1}] = \mathbb{Z}[\lambda] \) is congruent to a rational integer mod \( \lambda \). Since \( (\lambda)^{(p-1)/2} = (p) \), we have

\[
\lambda^{(p-1)/2} = \alpha p + \beta \lambda p + \cdots \quad \text{with} \quad \alpha, \beta \in \mathbb{Z}.
\]

Let \( \eta \neq \pm 1 \) be a real unit. We may write

\[
\eta = a + b\lambda^c + d\lambda^{c+1} + \cdots
\]

where \( p \nmid ab \) and \( c \neq 0 \mod(p-1)/2 \) if \( p \mid b \), add \( (p-1)/2 \) to \( c \). If \( c \equiv 0 \), use the formula for \( \lambda^{(p-1)/2} \) above, and then modify \( a \). If \( p \mid a \), then \( \eta \) is not a unit. Note that \( c \) is the largest integer \( n \) such that \( \eta \) is congruent to a rational integer mod \( \lambda^n \). Hence \( c \) is uniquely determined by \( \eta \). The integers \( a \) and \( b \) are unique mod \( \lambda^{c+1} \) and mod \( p \), respectively.

With the above notation, we may use Exercise 5.14 to conclude that

\[
v_p(\log_p \eta) = \frac{2c}{p-1},
\]

so this gives us a method for determining \( c \). For example, if \( N \) is large enough, Proposition 8.12 implies that

\[
E_i^{(N)} \equiv a_i + b_i \lambda^{c_i} \mod \lambda^{c_i+1}
\]

with

\[
c_i = \frac{i}{2} + \frac{p-1}{2} v_p(L_p(1, \omega^i)).
\]
Proposition 8.20. Let $i$ be even, $2 \leq i \leq p - 3$. If $N > 2c/(p - 1)$ and
\[ \eta = a + b\lambda^c + \cdots \in E_{p^N}^+ \]
then
\[ c \equiv \frac{i}{2} \mod \frac{p - 1}{2}. \]

Proof. Let $(\alpha, p) = 1$. Since $\pi^{\alpha^2} = \xi^2 - 1 = (\pi + 1)^x - 1 = \alpha \pi + \cdots$, it follows that
\[ \sigma_x(\lambda) \equiv \alpha^2 \lambda \mod \lambda^2 \quad \text{and} \quad \sigma_x(\lambda^c) \equiv \alpha^{2c} \lambda^c \mod \lambda^{c+1}. \]
Therefore
\[ \sigma_x(\eta) \equiv a + \alpha b \lambda^c \mod \lambda^{c+1}. \]
From Exercise 5.14,
\[ \log_p \eta \equiv \frac{b}{\lambda^c} \mod \lambda^{c+1}, \]
\[ \log_p \eta^{\sigma_x} \equiv \frac{b\alpha^{2c}}{a} \lambda^c \mod \lambda^{c+1}. \]
Since $\eta \in E_{p^N}^+$,
\[ \log_p \eta^{\sigma_x} \equiv \omega^i(\alpha) \log_p \eta \mod p^N. \]
Since $N > 2c/(p - 1)$, we obtain
\[ \omega^i(\alpha) \frac{b}{a} \lambda^c \equiv \frac{b\alpha^{2c}}{a} \lambda^c \mod \lambda^{c+1}, \]
hence
\[ \omega^i(\alpha) \equiv \alpha^{2c} \mod p, \quad \text{for all } (\alpha, p) = 1. \]
Therefore $i \equiv 2c \mod (p - 1)$, as desired. \(\square\)

Lemma 8.21. Let $i$ be even, $2 \leq i \leq p - 3$, and let $\tilde{\eta}_i$ be a generator for $E_{p^N}^+$. If $N \geq 1 + v_p(L_p(1, \omega^i))$ then
\[ \tilde{\eta}_i \equiv a_i + b_i \lambda^{c_i} \mod \lambda^{c_i+1}\left(p \lambda a_i b_i, \ c_i \not\equiv 0 \mod \frac{p - 1}{2}\right) \]
with
\[ c_i \leq \frac{i}{2} + \frac{p - 1}{2} v_p(L_p(1, \omega^i)). \]

Proof. We have $E_i^{(N)} = \tilde{\eta}_i^{d_i} \gamma^{\gamma N}$ for some $d_i \in \mathbb{Z}$, $\gamma \in E^+$. Therefore
\[ \log_p E_i^{(N)} \equiv d_i \log_p \tilde{\eta}_i \mod p^N. \]
By Proposition 8.12,
\[ v_p(\log_p E_i^{(N)}) = \frac{i}{p - 1} + v_p(L_p(1, \omega^j)) < N. \]
Therefore
\[ v_p(\log_p E_i^{(N)}) = v_p(d_i \log_p \tilde{\eta}_i) \geq v_p(\log_p \tilde{\eta}_i), \]
so
\[ c_i' = \frac{p - 1}{2} v_p(\log_p \tilde{\eta}_i) \leq \frac{i}{2} + \frac{p - 1}{2} v_p(L_p(1, \omega^j)), \]
as desired. \[\square\]

**Remark.** Since \( v_p(d_i) = v_p(\log_p E_i^{(N)}) - v_p(\log_p \tilde{\eta}_i) = [2/(p - 1)](c_i - c_i') \), we have from the discussion preceding Theorem 8.14,
\[ v_p(h^+(\mathbb{Q}(\zeta_p))) = \frac{2}{p - 1} \sum_{i = 2, \text{i even}}^{p - 3} (c_i - c_i'). \]

We may now generalize Theorem 5.36 (see also Exercise 5.7).

**Theorem 8.22.** Let \( M = \max_i v_p(L_p(1, \omega^j)) \), where \( i \) is even, \( 2 \leq i \leq p - 3 \). If \( \eta \) is a unit of \( \mathbb{Z}[\zeta_p] \) which is congruent to a rational integer \( \mod p^{M + 1} \) then \( \eta \) is a \( p \)-th power of a unit.

**Proof.** As in the proof of Theorem 5.35, we may assume \( \eta \) is real. Write
\[ \eta = a + b\lambda^c + \cdots. \]
Then, by hypothesis,
\[ c > \frac{p - 1}{2} (M + 1), \quad \text{so} \quad v_p(\log_p \eta) = \frac{2c}{p - 1} > M + 1. \]
Let \( N \geq M + 1 \) and let \( \tilde{\eta}_2, \ldots, \tilde{\eta}_{p-3} \) be as in Lemma 8.21. We may write
\[ \eta = \gamma^{p^N} \prod \tilde{\eta}_i^{g_i} \]
with \( g_i \in \mathbb{Z}, \gamma \in E^+ \). We shall show that \( p \mid g_i \) for all \( i \). Since
\[ \frac{2c_i'}{p - 1} = v_p(\log_p \tilde{\eta}_i) \equiv \frac{i}{p - 1} \mod 1 \]
by Proposition 8.20, it follows that the numbers \( v_p(g_i \log_p \tilde{\eta}_i) \) are distinct \( \mod 1 \), hence distinct. Therefore
\[ v_p(\sum g_i \log_p \tilde{\eta}_i) = \min v_p(g_i \log_p \tilde{\eta}_i). \]
Also,
\[ v_p(\sum g_i \log_p \tilde{\eta}_i) = v_p(\log_p (\eta - p^N \log_p \gamma)) \]
\[ \geq \min(v_p(\log_p \eta), v_p(p^N \log_p \gamma)) \]
\[ \geq \min(M + 1, N) = M + 1. \]
Therefore, for each $i$, the above, plus Lemma 8.21, yields

$$M + 1 \leq v_p(g_i \log_p \eta_i) \leq v_p(g_i) + \frac{i}{p - 1} + v_p(L_p(1, \omega^i)) < v_p(g_i) + 1 + M.$$ 

Consequently $v_p(g_i) > 0$ for each $i$ and $\eta$ is a $p$th power. This completes the proof. \qed

**Corollary 8.23.** Suppose $p^3 \nmid B_{pi}$ for all even $i$, $2 \leq i \leq p - 3$. If $\eta$ is a unit of $\mathbb{Z}[\zeta_p]$ which is congruent to a rational integer mod $p^2$ then $\eta$ is a $p$th power.

**Proof.** By Theorem 5.12,

$$L_p(s, \omega^i) = a_0 + a_1(s - 1) + \cdots$$

with $a_i \in \mathbb{Z}_p$ for all $i$, and $p | a_i$ for $i \geq 1$. Therefore

$$- \frac{B_{pi}^2}{pi} \equiv -(1 - p^{pi - 1}) \frac{B_{pi}}{pi} = L_p(1 - pi, \omega^i) \equiv a_0 = L_p(1, \omega^i) \mod p^2.$$ 

If $p^3 \nmid B_{pi}$ then $v_p(L_p(1, \omega^i)) \leq 1$, so $M \leq 1$. The result now follows from the theorem. \qed

We have been considering local properties of global units. As a final result, we consider the global units as a subgroup of the local units. We continue to assume $p$ is an odd prime. Let

$$U_1 = \{x \in \mathbb{Z}_p[\lambda] | x \equiv 1 \mod \lambda\}.$$ 

Then $U_1$ is a $\mathbb{Z}_p[\text{Gal}(\mathbb{Q}((\zeta_p)^+)/\mathbb{Q})]$-module, so

$$U_1 = \prod_{i=0}^{p-3} \varepsilon_i U_1.$$ 

Let

$$U'_1 = \prod_{i=2}^{p-3} \varepsilon_i U_1.$$ 

Since the norm to $\mathbb{Q}_p$ is $(p - 1)^{\varepsilon_0}$,

$$U'_1 = \{x \in U_1 | \text{Norm}(x) = 1\}.$$ 

**Lemma 8.24.** Let $i$ be even, $2 \leq i \leq p - 3$. Then $\varepsilon_i U_1$ is a cyclic $\mathbb{Z}_p$-module with

$$\zeta_i = (1 + \lambda^{i/2})^{(p - 1)\varepsilon_i}$$

as a generator.
PROOF. As in the proof of Proposition 8.20,

$$\sigma_{\lambda}(\lambda^{i/2}) \equiv \alpha^i \lambda^{i/2} \mod \lambda^{i/2 + 1}$$

Therefore

$$(1 + \lambda^{i/2})^{(p-1)\epsilon_i} = 1 + \left(\sum_{x=1}^{p-1} \omega^{-i(x)}\alpha^i\right)\lambda^{i/2} + \cdots$$

$$\equiv 1 - \lambda^{i/2} \mod \lambda^{i/2 + 1}.$$ 

It is easy to see that any set of elements whose $\lambda$-adic expansions start with

$$1 - \lambda^{i/2}, \quad i = 2, 4, \ldots, p - 3,$$

plus the element $\xi_0 = 1 + p$, may be used as a set of $\mathbb{Z}_p$-generators of $U_1$. Since $\xi_i \in \epsilon_i U_1$ for all $i$, including 0, we must have $\epsilon_i U_1$ generated by $\xi_i$, as desired. \qed

Let $C_1^+ = C^+ \cap U_1 = C^+ \cap U_1^+$ (if $\eta \in C^+ \cap U_1$ then $\epsilon_0(\eta)$ is a power of $\text{Norm}(\eta)$, hence equals 1. Therefore $C^+ \cap U_1 = C^+ \cap U_1^+$). If $\eta \in C^+$ then $\eta^{p-1} \in C_1^+$. If $N$ is chosen large enough that $C^+ \cap (E^+)^{pN} \subseteq (C^+)^p$, then $E_2^{(N)}, \ldots, E_{p-3}^{(N)}$ generate $C^+/(C^+)^p$, hence

$$(E_2^{(N)})^{p-1}, \ldots, (E_{p-3}^{(N)})^{p-1} \text{ generate } C_1^+/(C_1^+)^p.$$ 

The standard recursive procedure shows that $C_1^+$ is contained in the $\mathbb{Z}_p$-submodule of $U_1$ generated by these elements; therefore the closure $\overline{C_1^+}$ of $C_1^+$ in $U_1$ is exactly the $\mathbb{Z}_p$-submodule generated by the $(E_i^{(N)})^{p-1}, i = 2, 4, \ldots, p - 3$.

**Theorem 8.25.** Let $i$ be even, $2 \leq i \leq p - 3$. Then

$$[\epsilon_i U_1^* : \epsilon_i \overline{C_1^+}] = p^{v_p(L_p(1, \omega^i))}.$$ 

**Proof.** Let $d$ be the index, which must be a power of $p$ since we are working with $\mathbb{Z}_p$-modules. Let $\xi$ be as in Lemma 8.24 and let $(E_i^{(N)})^{p-1}$ be as above. Then

$$\xi^d = (E_i^{(N)})^{(p-1)u},$$

where $u$ is a $p$-adic unit. Consequently (with $N$ sufficiently large),

$$v_p(d \log_p \xi_i) = v_p(\log_p E_i^{(N)}) = \frac{i}{p - 1} + v_p(L_p(1, \omega^i)).$$

But $\log_p \xi_i = \log_p(1 - \lambda^{i/2} + \cdots) = -\lambda^{i/2} \mod \lambda^{i/2 + 1}$ (cf. Lemma 5.5), so

$$v_p(\log_p \xi_i) = \frac{i}{p - 1}.$$ 

Therefore $v_p(d) = v_p(L_p(1, \omega^i))$. The proof is complete. \qed
Corollary 8.26. \( \text{Res}_{s=1} \zeta_{\mathbb{Q}(\zeta_p)^+}^*, p(s) = (1 - 1/p)[U'_1 : \overline{C}_1^+] \cdot u, \) where \( u \) is a \( p \)-adic unit.

PROOF. We know from Chapter 5 that the residue is

\[
(1 - \frac{1}{p}) \prod L_p(1, \omega^j).
\]

The result now follows easily from the theorem. \( \square \)

The above results will be generalized in Chapter 13.

NOTES

Theorem 8.2 is due to Kummer [4]. Many of the results in this chapter had their origins in his work, and also in that of Vandiver. The index of the cyclotomic units in the general case of \( \mathbb{Q}(\zeta_n) \) has been determined by Sinnott [1], [2], [3]. Other results have been obtained by Leopoldt [2] and C.-G. Schmidt [2]. For the case of function fields, see Galovich–Rosen [1].

The cyclotomic units can be used to obtain information about class numbers, especially their parity. See D. Davis [1], Garbanati [1], Schertz [1], and several papers of G. Gras and M.-N. Gras.

For elliptic analogues of cyclotomic units, see the papers of Robert, Gillard, and Kersey.

For a nonnumber-theoretic application, see Plymen [1].

Vandiver states that he conjectured \( p \nmid h_p^+ \) in Vandiver [1]. Kummer tried but was unable to prove the conjecture (Letter to Kronecker, April 24, 1853; Collected Papers, vol. I, 123–124).

The last section is from Washington [8], which is based on ideas of Dénes [1], [2], [3].

EXERCISES

8.1. Suppose \( p \nmid h^+(\mathbb{Q}(\zeta_p)) \) but \( p \mid h^-(\mathbb{Q}(\zeta_p)) \) (such \( p \) are called “properly irregular”). Show that there exists a unit in \( \mathbb{Q}(\zeta_p) \), in fact one of the \( E_i \)'s, which is congruent to a rational integer mod \( p \) but which is not a \( p \)th power.

8.2. Let \( \xi_a \) be as in Lemma 8.1. Show that

\[
\xi_a = \pm \sqrt{(1 - \zeta^a)(1 - \zeta^{-a})} \sqrt{(1 - \zeta)(1 - \zeta^{-1})}
\]

8.3. Let \( p \) be odd and let \( N \) be the norm from \( \mathbb{Q}(\zeta_p)^+ \) to \( \mathbb{Q} \).

(a) Show that \( \xi_a = \zeta_p^{(1-a)/2}(\zeta_p^a - 1)/(\zeta_p - 1) \equiv a \mod(\zeta_p - 1) \).

(b) Show that \( N(\xi_a) \equiv a^{(p-1)/2} \mod p \).

(c) Show that if the Legendre symbol \( (a/p) = -1 \) then \( N(\xi_a) = -1 \).

(d) Let \( p \equiv 1 \mod 4 \) and let \( \epsilon \) be the fundamental unit of \( \mathbb{Q}(\sqrt{p}) \). Show that \( \text{Norm}(\epsilon) = -1 \), where the norm is from \( \mathbb{Q}(\sqrt{p}) \) to \( \mathbb{Q} \).
8.4. Let $N$ be the norm from $\mathbb{Q}(\zeta_{p^{n+1}})$ to $\mathbb{Q}(\zeta_{p^n})$. Show
(a) $N(\zeta_{p^{n+1}}^{a(p-1)} - 1) = \zeta_{p^n}^a - 1$, $(a, p) = 1$;
(b) $N(\zeta_{p^{n+1}}^{a}) = \zeta_{p^n}^a$;
(c) $N: C_{p^{n+1}} \to C_{p^n}$ and $N: C_{p^{n+1}}^+ \to C_{p^n}^+$ are surjective.

8.5. Show that $[E : C] = [E^+ : C^+]$ for $\mathbb{Q}(\zeta_n)$.

8.6. Let $\mathcal{C}_n$ be as in Theorem 8.9. Show $\pm \zeta_n \in \mathcal{C}_n$.

8.7. Corollary 8.8 implies that there is a relation in $C_{39}$. Find one.

8.8. Let $n \equiv 2 \mod 4$ have at least 4 distinct prime factors, say $p < q < r < s$. Show that at least one of the quadratic characters $\chi$ of $(\mathbb{Z}/qrs\mathbb{Z})^\times$ is even and satisfies $\chi(p) = 1$. Conclude that $[E_n^+ : C_n]$ is infinite in the notation of Corollary 8.8. Show, however, that if $n = 3 \cdot 7 \cdot 11$ then the index is finite.

8.9. Suppose $p \not| h^+(\mathbb{Q}(\zeta_p))$. Let $i_1, \ldots, i_s$ be the irregular indices. Show that the extension

$$\mathbb{Q}(\zeta_p, E_{i_1}^{1/p}, \ldots, E_{i_s}^{1/p})/\mathbb{Q}(\zeta_p)$$

is unramified (see Exercise 9.3) and has Galois group isomorphic to $(\mathbb{Z}/p\mathbb{Z})^\times$. Under the assumption $p \not| h^+$, $s$ is the rank of the ideal class group (Corollary 10.14), so this shows how to generate the "$p$-elementary" Hilbert class field of $\mathbb{Q}(\zeta_p)$. In fact, for $p < 125000$ the ideal class group is $(\mathbb{Z}/p\mathbb{Z})^\times$, so we get the entire Hilbert class field.

8.10. Suppose we have units $\eta_2, \eta_4, \ldots, \eta_{p-3}$ of $\mathbb{Q}(\zeta_p)^+$ such that

$$\eta_i \equiv a_i + b_i \lambda^i \mod \lambda^{i+1}, \quad p \not| a_i b_i,$$

and suppose the $c_i$ are distinct mod $(p - 1)/2$ (for example, $c_i \equiv i/2$). Let $g_2, \ldots, g_{p-3}$ be integers. Show that

$$\prod_{i=2}^{p-3} \eta_i^{g_i} \equiv a + b \lambda^c \mod \lambda^{c+1}$$

with $p \not| ab$ and with $c = \min_i (c_i + [(p - 1)/2]v_p(g_i))$.

8.11. For $i = 2, 4, \ldots, p - 3$, let $E_i = a_i + b_i \lambda^i \mod \lambda^{i+1}$, with $p \not| a_i b_i$ and $c_i \not\equiv 0 \mod (p - 1)$. Suppose $p \not| B_i$. Show that $c_i = i/2$.

8.12. (a) Show that $0 < v_p(\tau(\omega^{-i})) < 1$ ($i \not\equiv 0 \mod (p - 1)$).
(b) Use Proposition 8.20 plus the proof of Proposition 8.12 (without Proposition 6.13) to show that $v_p(\tau(\omega^{-i})) \equiv i/(p - 1)(\mod 1)$.
(c) Conclude that $v_p(\tau(\omega^{-i})) = i/(p - 1)$.
Chapter 9

The Second Case of Fermat's Last Theorem

In Chapters 1 and 6 we treated the first case of Fermat's Last Theorem, showing that there are no solutions provided certain conditions are satisfied by the class number. We now study the second case, namely

\[ x^p + y^p = z^p, \quad p \not|\, xy, p \mid z, z \neq 0. \]

Again, the class number plays a role, but the units are also very important, which makes things much more difficult than in the first case. In fact, the second case is only known to hold for \( p < 125000 \), while the first case is known at present for \( p < 6 \times 10^9 \).

In the following, we first give the basic argument which underlies all of the theorems we shall prove. Then we show how various assumptions make the argument work. A basic component of all the proofs is Vandiver's conjecture that \( p \not|\, h^+(\mathbb{Q}(\zeta_p)) \). In fact, if a prime is ever found for which Vandiver's conjecture fails, it is not clear that we could prove the second case of Fermat's Last Theorem for that prime. However, the first case is probably safe, since Theorem 6.23 and also some other independent criteria all have a very low chance of failing, either simultaneously or even individually.

§9.1 The Basic Argument

Consider the equation

\[ \omega^p + \theta^p = \eta \lambda^m \xi^p \]

where

\[ p \geq 3; \]
\[ \lambda = (1 - \zeta)(1 - \zeta^{-1}), (\zeta = \zeta_p); \]
\[ \lambda, \omega, \theta, \xi \in \mathbb{Z}[\lambda] \text{ are pairwise relatively prime;} \]
\[ \eta \text{ is a (real) unit of } \mathbb{Z}[\lambda]; \text{ and} \]
\[ m \geq p(p - 1)/2. \]
We shall show that under certain conditions this equation has no solutions. If this is the case then
\[ x^p + y^p = z^p, \quad p \nmid xy, p | z, z \neq 0. \]
has no solutions. Otherwise we could assume \( (x, y, z) = 1 \) and let \( \omega = x, \theta = y, \) and \( \zeta = z/p^a, \) where \( a = v_\omega(z). \) Then \( m = pa(p - 1)/2 \geq p(p - 1)/2, \) and \( \eta = p^{ap}/\lambda^m \) is a unit.

Suppose we have a solution. Then
\[ \prod_{a=0}^{p-1} (\omega + \zeta^a \theta) = \eta \lambda^m \zeta^p. \]
Suppose \( \mu \) is a prime ideal of \( \mathbb{Z}[\zeta] \) such that
\[ \mu | (\omega + \zeta^a \theta) \quad \text{and} \quad \mu | (\omega + \zeta^b \theta), \quad \text{where} \ a \neq b \mod p. \]

Then
\[ \mu | (\zeta^a - \zeta^b) \theta = \text{(unit)}(1 - \zeta) \theta \]
and
\[ \mu | \zeta^{b-a}(\omega + \zeta^a \theta) - (\omega + \zeta^b \theta) = \text{(unit)}(1 - \zeta) \omega. \]
If \( \mu \neq (1 - \zeta) \) then \( \mu | \theta \) and \( \mu | \omega, \) contradiction. Therefore \( \mu = (1 - \zeta). \)
Since \( \lambda \) and \( \theta \) are relatively prime, \( \mu \nmid \theta; \) hence \( \mu^2 \nmid (\omega + \zeta^a \theta) - (\omega + \zeta^b \theta). \)
Therefore \( \mu^2 = (\lambda) \) divides at most one of the factors \( (\omega + \zeta^a \theta). \) Since \( \omega + \theta \equiv \omega^p + \theta^p \equiv 0 \mod \lambda, \) and since similarly \( \omega + \zeta^a \theta \equiv 0 \mod (1 - \zeta), \) we may write
\[ (\omega + \theta) \prod_{a=1}^{p-1} \left( \frac{\omega + \zeta^a \theta}{1 - \zeta^a} \right) = \text{(unit)} \lambda^{m-(p-1)/2} \zeta^p \]
where the factors on the left are pairwise relatively prime algebraic integers and
\[ (1 - \zeta) \left( \frac{\omega + \zeta^a \theta}{1 - \zeta^a} \right), \quad 1 \leq a \leq p - 1. \]

It follows that there are ideals \( B_a, 0 \leq a \leq p - 1, \) in \( \mathbb{Z}[\zeta] \) such that
\[ \left( \frac{\omega + \zeta^a \theta}{1 - \zeta^a} \right) = B_a^p, \quad 1 \leq a \leq p - 1, \]
and
\[ (\omega + \theta) = (\lambda)^m-(p-1)/2 B_0^p. \]

Note that the ideals \( B_a \) are pairwise relatively prime. For later reference, we also observe that
\[ (\zeta) = B_0 B_1 \cdots B_{p-1} \quad \text{and} \quad (1 - \zeta) \nmid B_a \quad \text{for} \ 0 \leq a \leq p - 1. \]
It is easy to see that $B_{p-a}$ is the complex conjugate of $B_a$. We shall write $B_{-a}$ instead of $B_{p-a}$. We now need our first assumption.

**Assumption I.** $p \not| h^+(\mathbb{Q}(\zeta_p))$ (Vandiver's conjecture).

Assuming this, we claim that $B_0$ is principal in $\mathbb{Z}[\lambda]$. Note that $B_0 = B_0$ and $(1 - \zeta) \not| B_0$, so $B_0$ arises from $\mathbb{Z}[\lambda]$. Since $B_0'$ is principal in $\mathbb{Z}[\lambda]$, because $\omega + \theta$ and $\lambda$ are real, Assumption I implies that $B_0 = (\rho_0)$, with $\rho_0$ real,

as claimed. Consequently,

$$\omega + \theta = \eta_0 \zeta^{m-(p-1)/2} \rho_0^p,$$

where $\eta_0$ is a unit which must be real since everything else is real.

Now let $a \not\equiv 0 \mod p$ and let

$$\alpha = \left(\frac{\omega + \zeta^a\theta}{\omega + \zeta^{-a}\theta}\right)^{-1} = -\zeta^{-a} \frac{\omega + \zeta^a\theta}{\omega + \zeta^{-a}\theta},$$

$$= -\zeta^{-a} \frac{\omega(1 - \zeta^a) + (\omega + \theta)\zeta^a}{\omega(1 - \zeta^{-a}) + (\omega + \theta)\zeta^{-a}} \equiv 1 \mod(1 - \zeta)^{2m-p},$$

since $\omega + \theta \equiv 0 \mod \lambda^{m-(p-1)/2}$ therefore $\mod(1 - \zeta)^{2m-p+1}$. Since $2m - p \geq p(p-1) - p = p(p-2) \geq p$, we have

$$\alpha \equiv 1 \mod(1 - \zeta)^p.$$

**Lemma 9.1.** If $\alpha \in \mathbb{Z}[\zeta_p]$ satisfies $\alpha \equiv 1 \mod(1 - \zeta)^p$ then

$$\mathbb{Q}(\zeta_p, \alpha^{1/p})/\mathbb{Q}(\zeta_p)$$

is unramified at $(1 - \zeta)$.

**Proof.** Let

$$f(X) = \frac{((1 - \zeta)X + 1)^p - \alpha}{(1 - \zeta)^p}.$$

Clearly $f$ is monic, and since $p$ divides the binomial coefficients $\binom{p}{j}$, $1 \leq j \leq p - 1$, it follows that $f(X)$ has coefficients in $\mathbb{Z}[\zeta]$. A root $\beta$ of $f$ generates the same extension as $\alpha^{1/p}$. The different of this extension divides

$$f'(\beta) = \frac{p}{(1 - \zeta)^{p-1}} ((1 - \zeta)\beta + 1)^{p-1},$$

$$\equiv \frac{p}{(1 - \zeta)^{p-1}} \mod(1 - \zeta).$$

Since $p/(1 - \zeta)^{p-1}$ is a unit, the different is relatively prime to $(1 - \zeta)$, so $(1 - \zeta)$ is unramified. This completes the proof of the lemma. □
Since $\alpha = \left( B_{\omega}/B_{-\omega} \right)^{p}$, the extension in Lemma 9.1 is also unramified at all other primes (Exercise 9.1).

**Lemma 9.2.** Assume $p \nmid h^{+}(\mathbb{Q}(\zeta_{p}))$. Suppose $\alpha \in \mathbb{Q}(\zeta_{p})$ satisfies $\bar{\alpha} = \alpha^{-1}$ and suppose the extension $\mathbb{Q}(\zeta_{p}, \alpha^{1/p})/\mathbb{Q}(\zeta_{p})$ is unramified. Then $\alpha$ is a $p$th power in $\mathbb{Q}(\zeta_{p})$.

**Proof.** Assume the extension is nontrivial, hence of degree $p$. Let

$$\sigma : \alpha^{1/p} \mapsto \zeta_{p}^{\alpha^{1/p}}$$

generate the Galois group and let $J$ denote complex conjugation, extended so that $J(\alpha^{1/p}) = (J\alpha)^{1/p}$. Since $J\alpha = \alpha^{-1}$,

$$J\sigma(\alpha^{1/p}) = J(\zeta_{p}^{\alpha^{1/p}}) = \frac{1}{\zeta_{p}^{-1}},$$

and

$$\sigma J(\alpha^{1/p}) = \sigma(\alpha^{-1/p}) = \zeta_{p}^{-1}\alpha^{-1/p}.$$ 

Therefore $J\sigma = \sigma J$, so $\sigma J$ has order $2p$ and fixes $\mathbb{Q}(\zeta_{p})^{+}$. Since

$$[\mathbb{Q}(\zeta_{p}, \alpha^{1/p}) : \mathbb{Q}(\zeta_{p})^{+}] = 2p,$$

$\sigma J$ generates the Galois group. Let $K$ be the fixed field of $J$, so $K/\mathbb{Q}(\zeta_{p})^{+}$ is abelian of degree $p$. If a prime ideal $\mathfrak{p}$ of $\mathbb{Q}(\zeta_{p})^{+}$ were to ramify in this extension, it would have ramification index $p > 2$, so the ramification could not be absorbed by $\mathbb{Q}(\zeta_{p})/\mathbb{Q}(\zeta_{p})^{+}$. Hence $\mathbb{Q}(\zeta_{p}, \alpha^{1/p})/\mathbb{Q}(\zeta_{p})$ would be ramified, contrary to hypothesis. Therefore $K/\mathbb{Q}(\zeta_{p})^{+}$ is unramified and abelian of degree $p$, so $p \mid h^{+}(\mathbb{Q}(\zeta_{p}))$, which is a contradiction. This proves the lemma.

$\square$

**Remark.** Note that the fact that $\bar{\alpha} = \alpha^{-1}$, hence $\alpha$ is in the "−" component, caused $\alpha^{1/p}$ to yield an extension of the real subfield, which is the "+" component of $\mathbb{Q}(\zeta_{p})$. This phenomenon will occur again in Chapter 10.

By the lemma, we have

$$\alpha = \left( \frac{\omega + \zeta^{a}\theta}{1 - \zeta^{a}} \right) \left( \frac{\omega + \zeta^{-a}\theta}{1 - \zeta^{-a}} \right)^{-1} = \alpha_{1}^{p}$$

for some $\alpha_{1} \in \mathbb{Q}(\zeta)$. But, as ideals,

$$\left( \frac{\omega + \zeta^{a}\theta}{1 - \zeta^{a}} \frac{\omega + \zeta^{-a}\theta}{1 - \zeta^{-a}} \right) = (B_{\omega}B_{-\omega})^{p}.$$ 

By the same reasoning as was used above for $B_{0}$, we have

$$\frac{\omega + \zeta^{a}\theta}{1 - \zeta^{a}} \frac{\omega + \zeta^{-a}\theta}{1 - \zeta^{-a}} = \eta'(\beta')^{p},$$
where \( \eta' \) is a real unit and \( \beta' \) is real. Therefore
\[
\left( \frac{\omega + \zeta^a \theta}{1 - \zeta^a} \right)^2 = \eta'(\alpha_1 \beta')^p.
\]
Raising both sides of the \((p + 1)/2\)th power, we obtain
\[
\frac{\omega + \zeta^a \theta}{1 - \zeta^a} = \eta_a \rho_a^p,
\]
where \( \eta_a \) is a real unit (so \( \eta_a = \eta_{-a} \)) and \( \rho_a \in \mathbb{Z}[\zeta] \). Changing \( a \) to \(-a\), we find that \((\bar{\rho}_a)^p = \rho_{-a}^p\), so we may change \( \rho_{-a} \) by a power of \( \zeta \) and assume
\[
\bar{\rho}_a = \rho_{-a}.
\]
We have two equations:
\[
\omega + \zeta^a \theta = (1 - \zeta^a) \eta_a \rho_a^p
\]
\[
\omega + \zeta^{-a} \theta = (1 - \zeta^{-a}) \eta_a \bar{\rho}_a^p.
\]
Multiplying, we obtain
\[
\omega^2 + \theta^2 + (\zeta^a + \zeta^{-a}) \omega \theta = \lambda_a \eta_a^2 (\rho_a \bar{\rho}_a)^p,
\]
where
\[
\lambda_a = (1 - \zeta^a)(1 - \zeta^{-a}) = 2 - \zeta^a - \zeta^{-a}.
\]
Also, from a previous formula for \( \omega + \theta \), we find
\[
\omega^2 + \theta^2 + 2 \omega \theta = \eta_0^2 \lambda^{2m-p+1} \rho_0^{2p}.
\]
Subtract and divide by \( \lambda_a \):
\[
-\omega \theta = \eta_a^2 (\rho_a \bar{\rho}_a)^p - \eta_0^2 \lambda^{2m-p+1} \rho_0^{2p} \lambda_{-1}^{-1}.
\]
Now let \( b \not\equiv 0 \mod p \) be another index and assume \( a \not\equiv \pm b \mod p \). This is possible if \( p > 3 \). For the case \( p = 3 \), see the Exercises. We have
\[
-\omega \theta = \eta_b^2 (\rho_b \bar{\rho}_b)^p - \eta_0^2 \lambda^{2m-p+1} \rho_0^{2p} \lambda_{-1}^{-1}.
\]
Subtract and rearrange:
\[
\eta_a^2 (\rho_a \bar{\rho}_a)^p - \eta_b^2 (\rho_b \bar{\rho}_b)^p = \eta_0^2 \lambda^{2m-p+1} \rho_0^{2p} (\lambda_{-1}^{-1} - \lambda_{-1}^{-1}).
\]
An easy calculation shows that
\[
\lambda_{-1}^{-1} - \lambda_{-1}^{-1} = \frac{(\zeta^{-b} - \zeta^{-a})(\zeta^{a+b} - 1)}{\lambda_a \lambda_b} = \frac{\delta'}{\lambda},
\]
where \( \delta' \) is a unit. In fact, \( \delta' \) is real since \( \lambda, \lambda_a \), and \( \lambda_b \) are real. Therefore
\[
\left( \frac{\eta_a}{\eta_b} \right)^2 (\rho_a \bar{\rho}_a)^p + (-\rho_b \bar{\rho}_b)^p = \delta \lambda^{2m-p} (\rho_0^{2p}),
\]
where \( \delta \) is a real unit. We now need the following.
Assumption II. \( \eta_a/\eta_b \) is a pth power of a unit of \( \mathbb{Q}(\zeta_p)^+ \).

Assuming this, we let

\[ \omega_1 = \left( \frac{\eta_a}{\eta_b} \right)^{2/p} \rho_a \bar{\rho}_a, \]
\[ \theta_1 = -\rho_b \bar{\rho}_b, \quad \text{and} \]
\[ \bar{\xi}_1 = \rho_0^2. \]

Then

\[ \omega_1^p + \theta_1^p = \delta \lambda^{2m-p} \bar{\xi}_1^p. \]

Note that \( \delta \) is a real unit and

\[ 2m - p \geq p(p - 1) - p = (p - 2)p \geq p \frac{p - 1}{2}. \]

Since the numbers

\[ \frac{\omega + \zeta^a \theta}{1 - \zeta^a} = \eta_a \rho_a^p, \quad 1 \leq a \leq p - 1, \]

and

\[ \omega + \theta = \eta_0 \lambda^{m-(p-1)/2} \rho_0^p \quad \text{(with } \lambda \neq \rho_0) \]

are pairwise relatively prime, it follows that \( \omega_1, \theta_1, \bar{\xi}_1, \lambda \) are pairwise relatively prime. We are now in the situation in which we started.

Suppose now that \( \bar{\xi} \) had the smallest possible number of distinct prime ideal factors (not counted with multiplicity). We know from above that

\[ (\bar{\xi}) = B_0 B_1 \cdots B_{p-1} \]

and that these factors are relatively prime. But

\[ (\bar{\xi}_1) = (\rho_0^2) = B_0^2. \]

Therefore

\[ B_1 = \cdots = B_{p-1} \equiv (1), \]

so

\[ \frac{\omega + \zeta^a \theta}{1 - \zeta^a} \text{ is a unit, } \quad 1 \leq a \leq p - 1. \]

Let \( a = \pm 1 \). We find that

\[ \alpha = \left( \frac{\omega + \zeta \theta}{1 - \zeta} \right) \left( \frac{\omega + \zeta^{-1} \theta}{1 - \zeta^{-1}} \right)^{-1} \]
is a unit with $\alpha \overline{\alpha} = 1$. By Lemma 1.6, $\alpha$ is a root of unity: $\alpha = \pm \zeta^c$ for some $c$. But $\alpha \equiv 1 \pmod{(1 - \zeta)^p}$, hence $\mod(1 - \zeta)^2$, by a previous calculation (formula preceding Lemma 9.1), so $\alpha = 1$. Consequently

$$\frac{\omega + \zeta \theta}{1 - \zeta} = \frac{\omega + \zeta^{-1} \theta}{1 - \zeta^{-1}}.$$  

A short calculation yields

$$\zeta(\theta + \omega) = \zeta^{-1}(\theta + \omega).$$

Since $\theta + \omega \neq 0$ (otherwise $\xi = 0$; this is where the trivial solutions are excluded), we have $\zeta^2 = 1$, which is false. This contradiction completes the argument.

§9.2 The Theorems

There are various methods of satisfying Assumptions I and II. We give three ways in this section.

**Theorem 9.3.** If $p$ is regular then the second case of Fermat’s Last Theorem has no solutions.

**Proof.** If $p$ is regular then $p \not| h^+ (\mathbb{Q}(\zeta_p))$, so Assumption I is satisfied.

From formulas in the previous section,

$$\eta_a = \frac{\omega + \zeta^a \theta}{1 - \zeta^a} \rho_a^{-p}$$

$$= \left(\omega + \zeta^a \frac{\omega + \theta}{1 - \zeta^a}\right) \rho_a^{-p}$$

$$\equiv \omega \rho_a^{-p} \mod (1 - \zeta)^{2m - p}.$$  

Since a similar equation holds with $b$, we obtain

$$\frac{\eta_a}{\eta_b} \equiv \left(\frac{\rho_b}{\rho_a}\right)^p \mod (1 - \zeta)^{2m - p}.$$  

But $2m - p \geq p - 1$ and $(\rho_b/\rho_a)^p$ is congruent to a rational integer $\mod p$ by Lemma 1.8. Therefore

$$\frac{\eta_a}{\eta_b} \equiv \text{rational integer (mod } p).$$

By Theorem 5.36, $\eta_a/\eta_b$ is a $p$th power. This proves Assumption II and completes the proof of Theorem 9.3. \qed
Theorem 9.4. Suppose $p^3 \not| B_{pi}$ for all even $i$, $2 \leq i \leq p - 3$, and assume $p \not| h^+(\mathbb{Q}(\zeta_p))$. Then the second case of Fermat's Last Theorem has no solutions.

Remark. Since $B_{pi}/pi \equiv B_{i}/i \mod p$, we have $p^3 \mid B_{pi}$ only if $p \mid B_i$ (but not conversely).

Proof. Assumption I holds by hypothesis, so it remains to check Assumption II. Since $p = 3$ is covered by Theorem 9.3 (or the Exercises), we assume $p > 3$. We know that

$$\rho_a^p = \eta_a^{-1} \frac{\omega + \zeta^a \theta}{1 - \zeta^a},$$

$$\rho_{-a}^p = \eta_a^{-1} \frac{\omega + \zeta^{-a} \theta}{1 - \zeta^{-a}} = -\eta_a^{-1} \frac{\zeta^a \omega + \theta}{1 - \zeta^a}, \quad \text{and}$$

$$\omega + \theta = \eta_0 \lambda^{m-(p-1)/2} \rho_0^p.$$

Therefore

$$\rho_a^p - \rho_{-a}^p = \eta_a^{-1} \frac{1 + \zeta^a}{1 - \zeta^a} \eta_0 \lambda^{m-(p-1)/2} \rho_0^p,$$

hence

$$\prod_{i=0}^{p-1} (\rho_a - \zeta^i \rho_{-a}) = \tilde{\eta}(1 - \zeta)^{2m-p} \rho_0^p,$$

where $\tilde{\eta}$ is a (nonreal) unit. Since $\rho_a$ and $\rho_{-a}$ are relatively prime, it follows as at the beginning of the previous section that the numbers

$$\frac{\rho_a - \zeta^i \rho_{-a}}{1 - \zeta^i} (1 \leq i \leq p - 1), \quad \text{and} \quad \frac{\rho_a - \rho_{-a}}{1 - \zeta}$$

are relatively prime algebraic integers. Since $2m - p \geq (p - 2)p > p$ (since $p > 3$), at least one (hence exactly one) of these numbers is divisible by $1 - \zeta$. It follows that

$$(1 - \zeta)^{2m-2p+1} \mid \rho_a - \zeta^i \rho_{-a} \text{ for some } i, \quad 0 \leq i \leq p - 1.$$ 

Consequently,

$$\zeta^{-i/2} \rho_a \equiv \zeta^{i/2} \rho_{-a} \mod (1 - \zeta)^{2m-2p+1}.$$

In the previous section, $\rho_a$ and $\rho_{-a}$ were determined up to roots of unity, subject to the restriction that $\tilde{\rho}_a = \rho_{-a}$. Therefore, we may replace $\rho_a$ by $\zeta^{-i/2} \rho_a$ and assume that

$$\rho_a \equiv \rho_{-a} \mod (1 - \zeta)^{2m-2p+1}.$$
As before, there exist ideals \( C_i, 0 \leq i \leq p - 1 \), of \( \mathbb{Z}[\zeta] \) such that
\[
\left( \frac{\rho_a - \zeta^i \rho_{-a}}{1 - \zeta^i} \right) = C_i^p, \quad 1 \leq i \leq p - 1, \quad \text{and}
\]
\[
(\rho_a - \rho_{-a}) = (1 - \zeta)^{2m-2p+1} C_0^p.
\]
Since \((\rho_a - \zeta \rho_{-a})/(1 - \zeta)\) is real, it follows as in the previous section, since \( p \not\mid h^+ \), that \( C_1 \) is principal:
\[
\frac{\rho_a - \zeta \rho_{-a}}{1 - \zeta} = \tilde{\eta}_a \mu_a^p,
\]
where \( \tilde{\eta}_a \) is a real unit and \( \mu_a \in \mathbb{Q}(\zeta)^+ \). From the above congruence \( \rho_a \equiv \rho_{-a} \),
\[
\rho_a \equiv \tilde{\eta}_a \mu_a^p \mod (1 - \zeta)^{2m-2p},
\]
so
\[
\frac{\omega + \zeta^a \theta}{1 - \zeta^a} = \eta_a \rho_a^p \equiv \eta_a \tilde{\eta}_a^p \mu_a^{p^2} \mod (1 - \zeta)^{2m-2p}.
\]
A similar formula holds with \( b \) in place of \( a \). Therefore
\[
\frac{\eta_a \tilde{\eta}_a^p}{\eta_b \tilde{\eta}_b^p} \equiv \frac{\omega + \zeta^a \theta}{1 - \zeta^a} \frac{1 - \zeta^b}{\omega + \zeta^b \theta} \left( \frac{\mu_b}{\mu_a} \right)^{p^2} \mod (1 - \zeta)^{2m-2p}
\]
\[
\equiv \left( \frac{\mu_b}{\mu_a} \right)^{p^2} \mod (1 - \zeta)^{2m-2p},
\]
since
\[
\frac{\omega + \zeta^a \theta}{1 - \zeta^a} \frac{1 - \zeta^b}{\omega + \zeta^b \theta} = \left( \omega + \zeta^a \theta + \omega \right) \left( \omega + \zeta^b \theta + \omega \right)^{-1}
\]
\[
\equiv 1 \mod (1 - \zeta)^{2m-p}.
\]
Since \( 2m - 2p \geq p(p - 1) - 2p = p(p - 3) > 2(p - 1) \), the above becomes a congruence \( \mod p^2 \). From Lemma 1.8,
\[
\left( \frac{\mu_b}{\mu_a} \right)^p \equiv \text{rational integer (mod } p),
\]
from which it follows that
\[
\left( \frac{\mu_b}{\mu_a} \right)^{p^2} \equiv \text{rational integer (mod } p^2).
\]
Therefore
\[
\frac{\eta_a \tilde{\eta}_a^p}{\eta_b \tilde{\eta}_b^p} \text{ is a } p\text{th power},
\]
by Corollary 8.23, hence \( \eta_a/\eta_b \) is a \( p \)th power. This verifies Assumption II and completes the proof of Theorem 9.4. \( \square \)
The disadvantage of Theorem 9.4 is that it requires us to show that \( p \nmid h^+(\mathbb{Q}(\zeta_p)) \). The best way to do this is via Corollary 8.19. However, if the hypotheses of Corollary 8.17 are satisfied for a sufficiently small \( l \), we are very fortunate, since not only does \( p \nmid h^+ \) but also the second case of Fermat's Last Theorem has no solutions, as the following result shows.

**Theorem 9.5.** Let the notation be as in Proposition 8.18 and Corollary 8.19. If there exists a prime \( l \equiv 1 \mod p \) with \( l < p^2 - p \) such that

\[
Q_i^k \not\equiv 1 \mod l \quad \text{for all } i \in \{i_1, \ldots, i_s\},
\]

then the second case of Fermat's Last Theorem has no solutions.

**Proof.** By Corollary 8.19, \( p \nmid h^+(\mathbb{Q}(\zeta_p)) \), so Assumption I is satisfied. Suppose that

\[
x^p + y^p = z^p, \quad p \nmid xy, p|z, z \neq 0,
\]

where \( x, y, z \in \mathbb{Z} \) are relatively prime. Let \( l \) be as in the statement of the theorem.

**Lemma 9.6.** \( l \nmid xy \).

**Proof.** Suppose \( l | y \), hence \( l | xz \). Since

\[
\prod_{a=0}^{p-1} (y - \zeta^a z) = -x^p,
\]

the standard argument shows that the numbers

\[
y - \zeta^az, \quad 0 \leq a \leq p - 1,
\]

are relatively prime in \( \mathbb{Z}[\zeta_p] \), so there exist ideals \( A_a, 0 \leq a \leq p - 1 \), such that

\[
(y - \zeta^a z) = A_a^p.
\]

Let \( a \neq 0 \mod p \), and let

\[
\alpha = (y - \zeta^a z)(y - \zeta^{-a} z)^{-1}
\]

\[
= 1 - \frac{(\zeta^a - \zeta^{-a})z}{y - \zeta^{-a} z}
\]

\[
\equiv 1 \mod (1 - \zeta)^p, \quad \text{since } p|z.
\]

Since \( \alpha \) is the \( p \)-th power of an ideal, \( \mathbb{Q}(\alpha^{1/p}, \zeta_p)/\mathbb{Q}(\zeta_p) \) is unramified except possibly at \( (1 - \zeta) \). Lemma 9.1 implies that this extension is also unramified at \( (1 - \zeta) \). Since \( p \nmid h^+ \), \( \alpha \) is a \( p \)-th power by Lemma 9.2. As in the previous section, the ideal

\[
(y - \zeta^a z)(y - \zeta^{-a} z) = (A_a A_{-a})^p
\]
is the $p$th power of a principal ideal in $\mathcal{O}(\zeta_p)^+$ (since $p \not| h^+$), and by the argument used there,

$$y - \zeta^a z = \gamma_a \sigma_a^p,$$

where $\gamma_a$ is a real unit, $\sigma_a \in \mathbb{Z}[\zeta_p]$. Since we are assuming $l | y$,

$$-\zeta^a z \equiv \gamma_a \sigma_a^p \mod l.$$

Taking complex conjugates and noting that $\gamma_a = \gamma_{-a}$, we find that

$$-\zeta^{-a} z \equiv \gamma_a \sigma_{-a}^p \mod l.$$

Since $l \not| z$, we may divide and obtain

$$\zeta^{2a} \equiv \left( \frac{\sigma_a}{\sigma_{-a}} \right)^p \mod l.$$

Let $\ell$ be a prime of $\mathcal{O}(\zeta_p)$ lying above $l$. Since $2a \not\equiv 0 \mod p$, the equation $p = \prod (1 - \zeta^l)$ implies that $\zeta^{2a} \not\equiv 1 \mod \ell$. Therefore $\sigma_a/\sigma_{-a}$ has order $p^2 \mod \ell$. Since $l \equiv 1 \mod p$, $\mathbb{Z}[\zeta] \mod \ell$ has $l$ elements; hence $p^2 | l - 1$. Since $l < p^2 - p$, this is impossible, so $l \not| y$. Similarly, $l \not| x$. This proves Lemma 9.6.

\[\square\]

**Lemma 9.7.** $l | z$ (this is where $l < p^2 - p$ is used most strongly).

**Proof.** Write $l = 1 + kp$ with $k < p - 1$. By the equations obtained in Lemma 9.6 (we only needed $p \not| x$),

$$(y - \zeta^a z)\sigma_{-a}^p = \gamma_a = \gamma_{-a} = (y - \zeta^{-a} z)\sigma_{-a}^p, \quad 1 \leq a \leq p - 1.$$

Let $\ell$ be a prime of $\mathbb{Z}[\zeta_p]$ above $l$. Since $\mathbb{Z}[\zeta] \mod \ell$ has $l$ elements,

$$\sigma_a^{kp} = \sigma_{a^{-1}}^l \equiv 1 \mod \ell$$

($l \not| x$, so $\ell \not| \sigma_a$). Therefore

$$(y - \zeta^a z)^k \equiv (y - \zeta^{-a} z)^k \mod \ell.$$

Multiply each side by $\zeta^{-a}$ and expand to obtain

$$\zeta^{-a} y^k - k\zeta y^{k-1} + \cdots + \zeta^{a(k-1)} y z^k \equiv \zeta^{-a} y^k - k\zeta^{-2a} y z^{k-1} + \cdots + \zeta^{-a(k+1)} z^k.$$

Since $k < p - 1$, only the term $-k\zeta y^{k-1}$ contains a trivial power of $\zeta$ (i.e., $\zeta^0$). Note that the above congruence also holds for $a = 0$. Therefore we may sum for $0 \leq a \leq p - 1$. The powers of $\zeta$ sum to 0, so we obtain

$$-pk\zeta y^{k-1} \equiv 0 \mod \ell.$$

But $l = 1 + kp$, so $\ell \not| pk$. Lemma 9.6 implies that $\ell \not| y$. Therefore $l | z$, hence $l | z$. This completes the proof of Lemma 9.7. \[\square\]
Now we may work with the "basic argument" of the previous section. From the above, we find that we may start with the equation

$$\omega^p + \theta^p = \eta^{\lambda^m} \zeta^p$$

with the added condition that $l|\zeta$. Assuming that we can show that $\eta_a/\eta_b$ is a $p$th power, we obtain

$$\omega_1^p + \theta_1^p = \delta \lambda^{2m-p} \zeta^p,$$

where $\zeta_1 = \rho_0^2$. We want to show that $l|\rho_0$, hence $l|\zeta_1$. Then we may assume that $\zeta$ has the minimum number of distinct prime factors subject to the condition that $l|\zeta$. The last part of the "basic argument" then yields the result.

Recall that

$$\omega + \theta = \eta_0 \lambda^{m-(p-1)/2} \rho_0^p.$$ 

If we can prove that $l|(\omega + \theta)$, then every prime divisor of $l$ divides $\rho_0$. Since $l$ is unramified in $\mathbb{Q}(\zeta)$, $l|\rho_0$.

**Lemma 9.8.** $l|\omega + \theta$.

**Proof.** Let $l$ be a prime divisor of $l$ in $\mathbb{Q}(\zeta)$. Since $l|\zeta$,

$$\prod_{i=0}^{p-1} (\omega + \zeta^i \theta) \equiv 0 \text{ mod } l.$$

Therefore $\omega + \zeta^j \theta \equiv 0 \text{ mod } l$ for some $j$. Suppose $j \neq 0$. Since the numbers $(\omega + \zeta^a \theta)/(1 - \zeta^a)$ were pairwise relatively prime,

$$l \nmid \omega + \zeta^a \theta \quad \text{for } a \neq j, \quad \text{hence } l \nmid \rho_a \quad \text{for } a \neq j.$$

Since $\eta_a$ was real, so $\eta_a = \eta_{-a}$,

$$\rho_a^{-p} \omega + \zeta^a \theta = \rho_a^p \omega + \zeta^{-a} \theta.$$

Recall that $l = 1 + kp$, hence $\rho_a^{kp} \equiv 1 \text{ mod } l$ for $a \neq j$. Therefore, if $a \neq \pm j \text{ mod } p$,

$$\left(\frac{\omega + \zeta^a \theta}{1 - \zeta^a}\right)^k \equiv \left(\frac{\omega + \zeta^{-a} \theta}{1 - \zeta^{-a}}\right)^k \equiv \left(\frac{\zeta^a \omega + \theta}{\zeta^a - 1}\right)^k \text{ mod } l.$$

Since $k$ is even, we obtain

$$(\omega + \zeta^a \theta)^k \equiv (\zeta^a \omega + \theta)^k \text{ mod } l.$$

But $\omega \equiv -\zeta^j \theta \text{ mod } l$, by the choice of $j$. Therefore

$$(\theta(\zeta^a - \zeta^j))^k \equiv (\theta(1 - \zeta^{a+j}))^k \text{ mod } l.$$

Since $\omega, \theta, \zeta$ are relatively prime and $l|\zeta$, we must have $l$ and $\theta$ relatively prime, so

$$(\zeta^a - \zeta^j)^k \equiv (1 - \zeta^{a+j})^k \text{ mod } l.$$
Lemma 9.9. $\eta_a/\eta_b$ is a pth power.

**Proof.** Let $l$ be a prime of $\mathbb{Q}(\zeta_p)$ lying above $l$. Then

$$\eta_a = \frac{\omega + \zeta^a \theta}{1 - \zeta^a} \rho_a^{-p} = \left( \frac{\omega + \zeta^a \omega + \theta}{1 - \zeta^a} \right) \rho_a^{-p} \equiv \omega \rho_a^{-p} \mod l,$$

by Lemma 9.8.

Therefore

$$\frac{\eta_a}{\eta_b} \equiv \left( \frac{\rho_b}{\rho_a} \right)^p \mod l.$$

Consequently $\eta_a/\eta_b$ is a pth power modulo every prime above $l$.

Since $p \nmid h^+(\mathbb{Q}(\zeta_p))$, Corollary 8.15 implies that $E^+ \mod (E^+)^p$ is generated by the units $E_i$, $i = 2, 4, \ldots, p - 3$. Therefore

$$\frac{\eta_a}{\eta_b} = \gamma^p \prod_i E_i^{d_i},$$

for some integers $d_i$. We want to show $p \mid d_i$ for all $i$. As in the proof of Theorem 9.3,

$$\frac{\eta_a}{\eta_b} \equiv \text{rational integer (mod } p).$$

By Exercises 8.11 and 8.10, we have $p \mid d_i$ if $p \nmid B_i$, so we only need to consider the "irregular" indices $i_1, \ldots, i_s$ for which $p \mid B_i$.

In Proposition 8.18, the integer $t$ determines a prime ideal $\mathfrak{l}$ by $t \equiv \zeta \mod \mathfrak{l}$. Henceforth, let $\mathfrak{l}$ denote this prime ideal. Fix a generator $\gamma_1$ for the multiplicative group $(\mathbb{Z}[\zeta_p] \mod \mathfrak{l})^\times$. If $t \nmid x$, define $\text{ind}_t x$ by

$$\gamma_1^{\text{ind}_t x} \equiv x \mod \mathfrak{l},$$

so $\text{ind}_t x$ is defined mod $(l - 1)$, hence mod $p$.

Let $\sigma_x \in \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})$. Let $\gamma_{\sigma_x(l)} = \sigma_x(\gamma_1)$ be the multiplicative generator mod $\sigma_x(l)$. Then

$$\text{ind}_{\sigma_x(l)} x = \text{ind}_l \sigma_x^{-1}(x).$$

Since

$$E_i = \prod_{b=1}^{p-1} \left( \frac{\zeta^{(b-bg)/2} \left( 1 - \zeta^{bg} \right)^{bp^{-1-i}}}{1 - \zeta^b} \right) \cdot (\text{pth power}),$$

it follows easily that

$$\sigma_x^{-1}(E_i) = E_i^{2^{p-1-i}} \cdot (\text{pth power}).$$

Therefore

$$\text{ind}_l \sigma_x^{-1}(E_i) \equiv x^{-i} \text{ ind}_l E_i \mod p.$$
From above, we obtain
\[ \text{ind}_{\sigma_{d(i)}} E_i \equiv \alpha^{-i} \text{ind}_E E_i \mod p. \]
Since \( \eta_a/\eta_b \) was shown to be a \( p \)-th power modulo each prior \( l \),
\[ 0 \equiv \sum d_i \text{ind}_{\sigma_{d(i)}} E_i \mod p, \]
hence
\[ 0 \equiv \sum d_i \alpha^{-i} \text{ind}_E E_i \mod p, \quad \text{for all } \alpha \not\equiv 0 \mod p. \]
Since
\[
\det(\alpha^{-i})_{i=2,4,\ldots,p-3,\alpha=1,2,\ldots,(p-3)/2} = \left( \frac{p-3}{2} \right)!^{-2} \prod_{1 \leq \beta < \alpha \leq (p-3)/2} (\alpha^{-2} - \beta^{-2}) \\
\not\equiv 0 \mod p
\]
(essentially a Vandermonde determinant), we must have
\[ d_i \text{ind}_E E_i \equiv 0 \mod p. \]
As mentioned above, \( d_i \equiv 0 \) if \( i \notin \{i_1, \ldots, i_s\} \). But \( Q_i^k \not\equiv 1 \mod l \) implies, by Proposition 8.18, that \( \text{ind}_E E_i \not\equiv 0 \). Therefore, for all \( i, d_i \equiv 0 \mod p \). It follows that \( \eta_a/\eta_b \) is a \( p \)-th power. This completes Lemma 9.9.

The proof of Theorem 9.5 is now complete.

The verification of Fermat’s Last Theorem is carried out on a computer as follows. First, the irregular indices are determined via congruences such as
\[ (3^{p-2k} + 4^{p-2k} - 6^{p-2k} - 1)B_{2k}/4k \equiv \sum_{p/6 < s < p/4} s^{2k-1} \mod p \]
(There are several such congruences; see (Wagstaff[1]) for details). This is the longest part of the computations. Then Theorem 9.5 is used to verify the second case of Fermat’s Last Theorem. This has been done for \( p < 125000 \). For the first case it is possible to use Theorem 6.23 since \( \iota(p) \leq 5 \) for all \( p \leq 125000 \). However, it is faster to use the Wieferich criterion: if \( 2^{p-1} \equiv 1 \mod p^2 \), then the first case of Fermat’s Last Theorem has no solutions. In fact, if \( a^{p-1} \equiv 1 \mod p \) for some \( a \leq 31 \) then there are no solutions. For \( a = 2 \), the only values of \( p < 6 \times 10^9 \) with \( 2^{p-1} \equiv 1 \mod p^2 \) are \( p = 1093 \) and 3511, and for both of these \( 3^{p-1} \not\equiv 1 \mod p^2 \). Therefore the first case holds up to \( 6 \times 10^9 \). The fact that there are only two “bad” primes should not be very surprising: the probability that \( 2^{p-1} \equiv 1 \mod p^2 \) should be \( 1/p \). Therefore, the number of such \( p \) less than \( x \) should be approximately
\[ \sum_{p < x} 1/p \sim \log \log x + 0.26. \]
Note that \( \log \log(6 \times 10^9) = 3.1 \); perhaps another example should be expected soon.
The criteria in this chapter were developed by Kummer and Vandiver. Theorem 9.5 has been extended to allow \( p < \frac{3}{2} (p^2 - p) \) by Inkeri. For more on Fermat’s Last Theorem, see Vandiver [1] and Ribenboim [1].

**Exercises**

9.1. Let \( K \) be a number field, \( a \in K^\times \), and \( n \in \mathbb{Z} \).
   (a) Suppose \( K(a^{1/n}) \) is unramified. Show that \( (a) = I^n \) for some ideal \( I \) of \( K \).
   (b) Suppose \( (a) = I^n \) for some ideal \( I \) of \( K \). Show that \( K(a^{1/n})/K \) is unramified except possibly at the primes dividing \( n \). (Hint: work locally. In a completion \( \hat{I} \) is principal, so the local extension can be obtained by adjoining \( u^{1/n} \) with \( u \) a local unit.)

9.2. (This exercise proves part of Exercise 9.3(b)). Let \( p \) be prime and let \( K \) be a number field containing \( \zeta_p \). Let \( \pi = \zeta_p - 1 \) and let \( \mathfrak{p} \) be a prime ideal of \( K \) dividing \( \pi \). Let \( \mathfrak{p}^\mathfrak{s} \) be the exact power of \( \mathfrak{p} \) dividing \( \pi \). Let \( \alpha \in K^\times \) with \( \mathfrak{p} \not| \alpha \). Let \( c \) be maximal such that \( x^p \equiv \alpha \mod \mathfrak{p}^c \) has a solution. Assume that \( c < pa \), so \( x^p \not\equiv \alpha \mod pt \), hence \( \mathfrak{p}^{pa} \).
   (a) Suppose \( b < a \) and \( x^p \equiv \alpha \mod \mathfrak{p}^{pa} \). Let \( w \) have order 1 at \( \mathfrak{p} \). Show that \( (x + w^by)^p \equiv \alpha \mod \mathfrak{p}^{pa+b+1} \) for some \( y \in K \). Conclude that \( \mathfrak{p} \not| c \), so \( c = pd + r \), with \( 0 \leq d < a \) and \( 0 < r < p \).
   (b) Suppose \( \mathfrak{p} \) is inert in the extension \( K(x^{1/p})/K \). Let \( x \equiv \alpha^{1/p} \mod \mathfrak{p}^g \), with \( g \) maximal. Show that (i) \( g > 0 \); (ii) if \( g \geq a \) then \( x^p \equiv \alpha \mod \mathfrak{p}^{pa} \), which is impossible; (iii) \( g = d \), with \( d \) as in \( (a) \).
   (c) Let notations and assumptions be as in \( (b) \). Let \( z \in K \) be such that \( (z) \mathfrak{d}^a \) is an integral ideal prime to \( \mathfrak{p} \). Show that \( x^p \equiv x^{1/p} \) is an integer in \( K(x^{1/p}) \) which is prime to \( \mathfrak{p} \) but whose norm to \( K \) is divisible by \( \mathfrak{p}^r \), with \( r \) as in \( (a) \).
   (d) Show that \( (c) \) contradicts the assumption that \( \mathfrak{p} \) remains prime in \( K(x^{1/p}) \). Conclude that \( \mathfrak{p} \) must ramify, or split completely (in fact, by Exercise 9.3(a), \( \mathfrak{p} \) must ramify).

9.3. Let \( p \) be prime and let \( K \) be a number field containing \( \zeta_p \). Let \( \pi = \zeta_p - 1 \) and let \( \mathfrak{p} = \prod_{\mathfrak{p} \mid \pi} \mathfrak{p} \). Let \( \alpha \in K^\times \) with \( a \not\in (K^\times)^p \), and assume \( \alpha \) is relatively prime to \( p \). The number \( \alpha \) is called primary if \( x^p \equiv x \mod pt \) has a solution in \( K^\times \); hyperprimary if \( x^p \equiv x \mod pt \mathfrak{p} \) has a solution; and singular primary if \( \alpha \) is prime and \( (\alpha) = I^p \) for some ideal \( I \) of \( K \).
   (a) Show that \( \alpha \) is hyperprimary if and only if all primes above \( p \) split completely in the extension \( K(x^{1/p})/K \).
   (b) Show that \( \alpha \) is primary if and only if \( K(x^{1/p})/K \) is unramified at all primes above \( p \).
   (c) Show that \( \alpha \) is singular primary if and only if \( K(x^{1/p})/K \) is unramified at all primes of \( K \) (one exception: if \( p = 2 \) then \( K \) could be real and there might be ramification at the infinite primes). (Hints: Exercises 9.1 and 9.2; also look at the proof of Lemma 9.1 and the second proof of Theorem 5.36.)
9.4. (a) Let \( f(X) = ((\zeta_p - 1)X + 1)^p - 1)/((\zeta_p - 1)^p). \) Show that

\[
f(X) \equiv X^p + \frac{p}{(\zeta_p - 1)^{p-1}} X \mod (\zeta_p - 1)
\]

and that \( f(1) = 0. \) Conclude that \( p/(\zeta_p - 1)^{p-1} \equiv -1 \mod (\zeta_p - 1). \)

(b) Look at the terms with lowest \( p \)-adic valuation in the expansion of

\[
0 = \log_p(1 + (\zeta_p - 1))
\]

to obtain the result of (a). This also works for \( \zeta_{p^n}. \)

(c) (The easy way.) Find the minimal polynomial \( g(X) \) for \( \zeta_p - 1 \), compute \( g(\zeta_p - 1) \mod (\zeta_p - 1)^p \), and obtain (a). This also works for \( \zeta_{p^n}. \)

9.5. (The second case of Fermat’s Last Theorem for \( p = 3 \)). Recall that we needed \( p > 3 \) for part of the “basic argument.” This exercise treats \( p = 3. \) Let \( \zeta = \zeta_3. \) It is well known that \( Q(\zeta_3) = Q(\sqrt{-3}) \) has class number 1. Suppose we have \( x, y, z \in \mathbb{Z} \), with \( 3 \nmid xyz \), and \( m \geq 1 \) such that

\[
x^3 + y^3 = (3^m z)^3.
\]

We of course may assume that \( x, y, \) and \( z \) are pairwise relatively prime.

(a) Show that

\[
x + y = \eta_0 3^{3m-1} \rho_0^3,
\]

\[
x + \zeta y = \eta_1 (1 - \zeta) \rho_1^3,
\]

\[
x + \zeta^2 y = \eta_2 (1 - \zeta^2) \rho_2^3,
\]

with \( \rho_1, \rho_2, \rho_3 \in \mathbb{Z}[\zeta] \) and pairwise relatively prime, and with \( \eta_1, \eta_2, \eta_3 \) units of \( \mathbb{Z}[\zeta]. \)

(b) Show that \( \eta_1 \) is congruent to a rational integer \( \mod 3 \), hence \( \eta_1 = \pm 1 = (\pm 1)^3. \) Therefore we may assume \( \eta_1 = 1. \) Similarly, we may assume \( \eta_2 = 1. \)

(c) Show that \( \eta_0/\eta_0 \) is a cube. Using the fact that \( \eta_0 \) has the form \( \pm \zeta^r \), conclude that \( \eta_0 = \pm 1; \) hence we may assume \( \eta_0 = 1. \)

(d) Show that we may assume that \( \rho_0 \in \mathbb{Z}. \) (Hint: a straightforward calculation shows that \( (s + t\zeta)^3 \in \mathbb{Q} \Rightarrow s = t \) or \( st = 0. \))

(e) Write \( \rho_1 = a + b\zeta. \) Show that \( (a, b) = 1, \) hence \( a, b, a - b \) are pairwise relatively prime.

(f) Show that \( ab \neq 0 \) and \( a \neq b \) (in particular, \( a = b = 1 \) is excluded).

(g) Show that \( x + y = 9ab(a - b). \)

(h) Use the equation \( x + y = 3^{3m-1} \rho_0^3 \) to show that there are nonzero rational integers \( a_1, b_1, c_1 \) such that some permutation of \( (a, b, a - b) \) equals

\[
(a_1^3, b_1^3, 3^{3m-3} c_1^3).
\]

(i) Since \( a_1^3 \pm b_1^3 = (\pm 3^{m-1} c_1)^3 \) for some choice of signs, and since we know the first case has no solutions (by congruences \( \mod 9 \)), we are done by induction.
Chapter 10

Galois Groups Acting on Ideal Class Groups

Relatively recently, it has been observed, in particular by Iwasawa and Leopoldt, that the action of Galois groups on ideal class groups can be used to great advantage to reinterpret old results and to obtain new information on the structure of class groups. In this chapter we first give some results which are useful when working with class groups and class numbers. We then present the basic machinery, essentially Leopoldt’s Spiegelungssatz, which underlies the rest of the chapter. As applications, Kummer’s result “$p|h^+ \Rightarrow p|h^-$” is made more precise and a classical result of Scholz on class groups of quadratic fields is proved. Finally, we show that Vandiver’s conjecture implies that the ideal class group of $\mathbb{Q}(\zeta_p)$ is isomorphic to the minus part of the group ring modulo the Stickelberger ideal.

§10.1 Some Theorems on Class Groups

Since it is useful, we repeat the following result.

**Theorem 10.1.** Suppose the extension of number fields $L/K$ contains no unramified abelian subextensions $F/K$ with $F \neq K$. Then $h_K$ divides $h_L$. In fact, the norm map from the class group of $L$ to the class group of $K$ is surjective.

**Proof.** The first statement is Proposition 4.11. The second is proved in the appendix on class field theory. \(\square\)

**Theorem 10.2.** Let $n \neq 2 \mod 4$ be arbitrary and let $h_n = h(\mathbb{Q}(\zeta_n))$. If $2|h_n^+$ then $2|h_n^-$. 
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PROOF. \( \mathbb{Q}(\zeta_n) / \mathbb{Q}(\zeta_n)^+ \) is totally ramified at infinity, so Theorem 10.1 implies that the norm map on the ideal class groups

\[
N : C \to C^+
\]

is surjective, so \( h_n^- = h_n^+/\ker N \). Suppose \( 2 | h_n^+ \). Then there exists a nontrivial ideal class \( \alpha \in C^+ \) such that \( \alpha^2 = 1 \). Lift \( \alpha \) to \( C \). Since \( N\alpha = \alpha^2 = 1 \), \( \alpha \in \ker N \). Since the map \( C^+ \to C \) is injective by Theorem 4.14, \( \alpha \neq 1 \) in \( C \), but \( \alpha^2 = 1 \). Therefore \( \ker N \) has even order, so \( 2 | h_n^- \). \( \square \)

Remark. Note that this proof works for any \( CM \)-field \( K \) such that the map \( C^+ \to C \) is injective. This theorem is useful when one looks for cyclotomic fields whose real subfields have even class numbers. Such fields arise in topology (see, for example, Giffen [1]).

**Theorem 10.3.** Let \( K \) be a \( CM \)-field. The kernel of the map \( C^+ \to C \) from the ideal class group of \( K^+ \) to that of \( K \) has order 1 or 2.

PROOF. Let \( I \) be an ideal of \( K^+ \) and suppose \( I = (\alpha) \) in \( K \). Then \( (1) = \bar{I} / I = (\bar{\alpha} / \alpha) \), so \( \bar{\alpha} / \alpha \) is a unit, hence a root of unity by Lemma 1.6. This root of unity does not depend on the class of \( I \) in \( K^+ \). Let \( W \) be the roots of unity in \( K \). We obtain a homomorphism

\[
\phi : \ker(C^+ \to C) \to W \to W/W^2.
\]

If \( \phi(I) = 1 \), then \( \bar{\alpha} / \alpha = \zeta^2 \); so \( \zeta \alpha = \bar{\zeta} \alpha \). This means \( \zeta \alpha \in K^+ \). Since \( I = (\zeta \alpha) \) in \( K \), unique factorization into primes implies \( I = (\zeta \alpha) \) in \( K^+ \). Therefore \( \phi \) is injective. Since \( W/W^2 \) has order 2, the proof is complete. \( \square \)

Note that it is possible for the kernel to have order 2. See the example following Theorem 4.14.

**Theorem 10.4.** (a) Suppose \( L/K \) is a Galois extension and \( \text{Gal}(L/K) \) is a \( p \)-group \( (p = \text{any prime}) \). Assume there is at most one prime (finite or infinite) which ramifies in \( L/K \). If \( p \mid h_L \), then \( p \mid h_K \).

(b) If \( L/\mathbb{Q} \) is Galois, \( \text{Gal}(L/\mathbb{Q}) \) is a \( p \)-group, and at most one finite prime ramifies, then \( p \nmid h_L \).

PROOF. Assume \( p \mid h_L \). Let \( H \) be the Hilbert \( p \)-class field of \( L \), so \( H \) is the maximal unramified abelian \( p \)-extension of \( L \) and \( \text{Gal}(H/L) \) is isomorphic to the \( p \)-Sylow subgroup of the ideal class group of \( L \). Since \( L/K \) is Galois, the maximality of \( H \) implies that \( H/K \) is Galois. Let \( G = \text{Gal}(H/K) \). Let \( \not\mathcal{P} \) be the prime (if it exists) of \( K \) which ramifies, let \( \mathcal{P} \) be a prime of \( H \) above \( \not\mathcal{P} \), and let \( I \subseteq G \) be the inertia group for \( \mathcal{P} \). Since \( H/L \) is unramified,

\[
|I| \leq \deg(L/K) < |G|.
\]
By a well-known result in the theory of $p$-groups, there exists a normal subgroup $G_1$ of $G$, of index $p$, with $I \trianglelefteq G_1 \subset G$ (proof: mod out by the subgroup generated by an element of order $p$ in the center, then use induction on $|G|$). The inertia subgroups of the other primes of $H$ above $p$ are conjugates of $I$, hence lie in $G_1$. Since $p$ is the only ramified prime, no prime ramifies from $K$ to the fixed field of $G_1$. But the fixed field of $G_1$ is Galois of degree $p$ over $K$, so $K$ has an unramified abelian extension of degree $p$. Class field theory implies that $p|h_K$. This proves (a).

The case $K = \mathbb{Q}$ is treated similarly, except that we ignore ramification at infinity. Therefore, if $p|h_L$ we obtain an abelian extension of degree $p$ which is unramified at all finite primes. But the Minkowski bound (see Lemma 14.3) implies that the discriminant of any nontrivial extension of $\mathbb{Q}$ is greater than 1, so at least one finite prime ramifies, contradiction (alternatively, if there is ramification at infinity then $p$ must be even, and every quadratic extension of $\mathbb{Q}$ has ramification of at least one finite prime.) This completes the proof of Theorem 10.4.

Corollary 10.5. Let $n \geq 1$. Then $p|h(\mathbb{Q}(\zeta_p)) \iff p|h(\mathbb{Q}(\zeta_{p^n})).$

Proof. Theorems 10.1 and 10.4.

Corollary 10.6. If Vandiver's conjecture holds for $p$ then $p \nmid h^+(\mathbb{Q}(\zeta_{p^n}))$ for all $n \geq 1$.

Corollary 10.7. Let $p > 2$ and let $\mathbb{B}_n$ be the unique subfield of $\mathbb{Q}(\zeta_{p^n+1})$ of degree $p^n$ over $\mathbb{Q}$. Then $p \nmid h(\mathbb{B}_n)$ (note that $\mathbb{B}_\infty/\mathbb{B}_0$ is the cyclotomic $\mathbb{Z}_p$-extension of $\mathbb{Q}$). For $p = 2$, the corresponding result is contained in Corollary 10.6, since $\mathbb{B}_n = \mathbb{Q}(\zeta_{2n+2})^+$. For $p = 2$, the corresponding result is contained in Corollary 10.6, since $\mathbb{B}_n = \mathbb{Q}(\zeta_{2n+2})^+$.

If $A$ is a finite abelian $p$-group, then

$$A \simeq \bigoplus \mathbb{Z}/p^{a_i}\mathbb{Z}$$

for some integers $a_i$. Let

$$n_a = \text{number of } i \text{ with } a_i = a,$$

$$r_a = \text{number of } i \text{ with } a_i \geq a.$$

Then

$$r_1 = p\text{-rank } A = \dim_{\mathbb{Z}/p\mathbb{Z}}(A/A^p)$$

and, more generally,

$$r_a = \dim_{\mathbb{Z}/p\mathbb{Z}}(A^{p^{a-1}}/A^{p^a}).$$
Theorem 10.8. Let $L/K$ be cyclic of degree $n$. Let $p$ be prime, $p 
ot| n$, and assume all fields $E$ with $K \subseteq E \subseteq L$ satisfy $p \not| h_E$. Let $A$ be the $p$-Sylow subgroup of the ideal class group of $L$, and let $f$ be the order of $p$ mod $n$. Then

$$r_a(A) \equiv n_a(A) \equiv 0 \mod f$$

for all $a$, where $r_a$ and $n_a$ are as above. In particular, if $p \not| h_L$ then the $p$-rank of $A$ is at least $f$ and $p^f \not| h_L$.

Proof. Let $V = A^{p^{a-1}}/A^{p^a}$, so $V$ has $p^a$ elements. Let $\sigma$ generate $\text{Gal}(L/K)$. Then $\sigma$ acts on $V$. Let $v \in V$, $v \neq 0$, and suppose the orbit of $v$ under the action of $\text{Gal}(L/K)$ has less than $n$ elements. Then $\sigma^i v = v$ for some $i < n$, $i \not| n$. Therefore

$$\frac{n}{i} v = (1 + \sigma + \sigma^2 + \cdots + \sigma^{(n/i)-1})v = \text{Norm}(v),$$

where the norm is induced by the norm from $L$ to the subfield of degree $i$ over $K$. Since $p$ does not divide the class number of this subfield, by assumption, we have $(n/i)v = 0$. But $p \not| n$, so $v = 0$, contradiction. It follows that the orbit of every $v \neq 0$ has $n$ elements, so $p^a \equiv 1 \mod n$. Therefore $f \not| r_a$. Since $n_a = r_a - r_{a+1}$, we obtain $f \not| n_a$. This completes the proof. \qed

Remark. It is easiest to apply this result when $n$ is prime, so there are no non-trivial intermediate fields. In that case, we only need $p \not| n$ and $p \not| h_K$.

As an example for the theorem, consider $\mathbb{Q}(\zeta_{29})$. It can be shown (Exercises for Chapter 11) that its class number is 8. Therefore the class group in $\mathbb{Z}/8\mathbb{Z}$, $\mathbb{Z}/4\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$, or $(\mathbb{Z}/2\mathbb{Z})^3$. Which is it? $\mathbb{Q}(\zeta_{29})$ is of degree 28 over $\mathbb{Q}$, hence has a subfield $K$ of degree 4 over $\mathbb{Q}$. By Theorem 10.4, $2 \not| h_K$. Since $2 \not| n = 7$ and there are no nontrivial intermediate fields between $K$ and $\mathbb{Q}(\zeta_{29})$, Theorem 10.8 applies. The order $f$ of 2 mod 7 is 3, so the rank of the class group is at least 3. Therefore the class group is $(\mathbb{Z}/2\mathbb{Z})^3$.

§10.2 Reflection Theorems

Let $p$ be an odd prime and let $L/K$ be a Galois extension with $\text{Gal}(L/K) = G$. We assume that $\zeta_p \in L$. Let $L'$ be the maximal unramified elementary (i.e., isomorphic to $\mathbb{Z}/p\mathbb{Z} \times \cdots \times \mathbb{Z}/p\mathbb{Z}$) abelian $p$-extension of $L$. Then $H = \text{Gal}(L'/L) \cong A/A^p$, where $A$ is the $p$-Sylow subgroup of the ideal class group of $L$. Note that $L'/K$ is Galois and $H$ is a normal subgroup of $\text{Gal}(L'/K)$, so $G$ can act on $H$ by conjugation (let $h \in H$, $h \in G$. Extend $g$ to $\tilde{g} \in \text{Gal}(L'/K)$. Then $\tilde{h}^g = \tilde{g}h\tilde{g}^{-1}$, which is independent of the choice of $\tilde{g}$ since $H$ is abelian). $H$ becomes a $\mathbb{Z}[G]$-module. $\mathbb{Z}[G]$ also acts on $A/A^p$, and in fact

$$H \cong A/A^p$$ as $\mathbb{Z}[G]$-modules

(see the appendix on class field theory).
Since \( \zeta_p \in L, L'/L \) is a Kummer extension, so there is a subgroup
\[
B \subseteq L^\times/(L^\times)^p
\]
such that \( L' = L(\sqrt[p]{B}) \), in the obvious notation. There is a pairing
\[
H \times B \rightarrow W_p = \text{pth roots of unity}
\]
\[
\langle h, b \rangle = \frac{h(b^{1/p})}{b^{1/p}}.
\]
It is easy to see that this pairing is nondegenerate (\( \langle h, B \rangle = 1 \iff h = 1 \),
and \( \langle H, b \rangle = 1 \iff b = 1 \)) and bilinear. By Lemma 3.1,
\[
B \simeq \hat{H} \simeq H \simeq A/A^p,
\]
though the second isomorphism is noncanonical and not \( G \)-linear. An easy calculation shows that
\[
\langle h^g, b^g \rangle = \langle h, b \rangle^g, \quad \forall g \in G.
\]
Let \( b \in B \) (or more accurately \( b \mod(L^\times)^p \in B \)). Since \( L(b^{1/p})/L \) is unramified,
\( (b) = I^p \) for some ideal \( I \) of \( L \) (Exercise 9.1). Changing \( b \) by an element of
\( (L^\times)^p \) leaves the ideal class of \( I \) unchanged. We therefore have a map
\[
\phi: B \rightarrow A_p = \{ x \in A \mid x^p = 1 \}.
\]
Clearly \( \phi(b^g) = \phi(b)^g \) for \( g \in G \). Suppose \( \phi(b) = 1 \). Then \( (b) = (a)^p \), so
\( b = \epsilon a^p \) for some \( \epsilon \in E = \text{units of } L \) and \( a \in L \). Therefore
\[
\ker \phi \subseteq E(L^\times)^p/(L^\times)^p \simeq E/E^p
\]
where the last isomorphism is \( G \)-linear.

To summarize, we have
\[
B \simeq A/A^p, \quad \text{non-\( G \)-linearly,}
\]
\[
\phi: B \rightarrow A_p, \quad \text{\( G \)-linearly, and}
\]
\[
\ker \phi \simeq \text{subgroup of } E/E^p, \quad \text{\( G \)-linearly.}
\]

It is precisely the non-\( G \)-linearity in the first isomorphism which will make things work (see Exercise 10.8). The basic machinery is now complete; we are ready for the applications.

**Theorem 10.9.** Let \( A \) be the \( p \)-Sylow subgroup of the ideal class group of
\( \mathbb{Q}(\zeta_p) \) and let
\[
A = \bigoplus_{i=0}^{p-1} \epsilon_i A
\]
be the direct sum decomposition corresponding to the idempotents of the group ring \( \mathbb{Z}_p[\text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})] \) (see Proposition 6.16). Let \( i \) be even and \( j \) odd with
\( i + j \equiv 1 \mod(p - 1) \). Then
\[
p\text{-rank } \epsilon_i A \leq p\text{-rank } \epsilon_j A \leq 1 + p\text{-rank } \epsilon_i A.
\]
(this strengthens the result "\( p \mid h^+ \Rightarrow p \mid h^- \" ").
PROOF. Let $G = \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})$ in the above. We have

$$H \simeq A/A^p \quad \text{as } G\text{-modules, so}$$

$$\varepsilon_i H \simeq \varepsilon_i(A/A^p) \quad \text{for all } i.$$ 

Let $h \in \varepsilon_i H$. Then $\sigma_a h = h^{\sigma(a)}$ for all $a \in (\mathbb{Z}/p\mathbb{Z})^\times$. Let $b \in \varepsilon_k B$. Then

$$\langle h, b \rangle^{\sigma(a)} = \langle h, b \rangle^{\sigma(a)}$$

(since $\langle h, b \rangle \in W_p$)

$$= \langle h^{\sigma(a)}, b^{\sigma(a)} \rangle = \langle h^{\sigma(a)}, b^{\sigma(a)} \rangle$$

$$= \langle h, b \rangle^{\sigma(a) + k(a)}, \quad \text{for all } a.$$ 

If $i + k \not\equiv 1 \mod(p - 1)$ then $\langle h, b \rangle = 1$. Since the pairing between $B = \bigoplus \varepsilon_i B$ and $H = \bigoplus \varepsilon_i H$ is nondegenerate, it follows easily that the induced pairing

$$\varepsilon_i H \times \varepsilon_j B \to W_p, \quad i + j \equiv 1 \mod(p - 1)$$

is nondegenerate. By Lemma 3.1,

$$\varepsilon_j B \simeq \varepsilon_i H \simeq \varepsilon_i(A/A^p), \quad \text{as abelian groups.}$$

Now, $\phi : B \to A_p$ is $G$-linear, so

$$\phi : \varepsilon_j B \to \varepsilon_j A_p.$$ 

We also have

$$(\ker \phi) \cap \varepsilon_j B \simeq \text{subgroup of } \varepsilon_j(E/E^p).$$

From Propositions 8.10 and 8.13,

$$\varepsilon_j(E/E^p) = \begin{cases} 
\mathbb{Z}/p\mathbb{Z}, & \text{if } j \text{ even, } j \not\equiv 0 \mod(p - 1); \text{ or } j \equiv 1 \mod(p - 1); \\
0, & \text{otherwise.}
\end{cases}$$

Let dim denote dimension over $\mathbb{Z}/p\mathbb{Z}$. Note that

$$p\text{-rank } \varepsilon_i A = \dim \varepsilon_i(A/A^p) \quad \text{and} \quad p\text{-rank } \varepsilon_j A = \dim \varepsilon_j A_p.$$ 

From the above,

$$\dim(\varepsilon_i(A/A^p)) = \dim(\varepsilon_j B) \leq \dim(\varepsilon_j(E/E^p)) + \dim(\varepsilon_j A_p).$$

If $j$ is even and $j \not\equiv 0 \mod(p - 1)$, we obtain

$$p\text{-rank}(\varepsilon_i A) \leq 1 + p\text{-rank}(\varepsilon_j A).$$

If $j$ is odd and $j \not\equiv 1$, then

$$p\text{-rank}(\varepsilon_i A) \leq p\text{-rank}(\varepsilon_j A).$$

If $j \equiv 1$, then we find

$$p\text{-rank}(\varepsilon_0 A) \leq 1 + p\text{-rank}(\varepsilon_1 A).$$

However, we already know that $\varepsilon_0 A = \varepsilon_1 A = 0$. By Proposition 6.16. Putting everything together, we obtain the theorem. \qed
The next result is classical, due to Scholz. We proved a weak form of it in Chapter 5, using $p$-adic $L$-functions.

**Theorem 10.10.** Let $d > 1$ be square-free. Let $r$ be the 3-rank of the ideal class group of $\mathbb{Q}(\sqrt{d})$ and $s$ the 3-rank of the ideal class group of $\mathbb{Q}(\sqrt{-3d})$ ($= \mathbb{Q}(\sqrt{-d/3})$ if $3 | d$). Then

$$r \leq s \leq r + 1.$$ 

**Proof.** Let $L = \mathbb{Q}(\sqrt{d}, \sqrt{-3d})$ and $G = \text{Gal}(L/\mathbb{Q})$. There are three quadratic subfields: $\mathbb{Q}(\sqrt{d})$, $\mathbb{Q}(\sqrt{-3d})$, and $\mathbb{Q}(\sqrt{-3})$. Let

$$\{1, \tau\} = \text{Gal}(L/\mathbb{Q}(\sqrt{d})), \quad \{1, \sigma\} = \text{Gal}(L/\mathbb{Q}(\sqrt{-3d})), \quad \{1, \sigma \tau\} = \text{Gal}(L/\mathbb{Q}(\sqrt{-3})).$$

In $\mathbb{Z}_3[G]$ we may decompose the identity as a sum of idempotents:

$$1 = \varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4$$

$$= \left(\frac{1 + \tau}{2}\right)\left(\frac{1 + \sigma}{2}\right) + \left(\frac{1 + \tau}{2}\right)\left(\frac{1 - \sigma}{2}\right) + \left(\frac{1 - \tau}{2}\right)\left(\frac{1 + \sigma}{2}\right)$$

$$+ \left(\frac{1 - \tau}{2}\right)\left(\frac{1 - \sigma}{2}\right).$$

Let $A$ be the 3-Sylow subgroup of the ideal class group of $L$. Then $A = \bigoplus \varepsilon_i A$. Since $\varepsilon_1 = (\text{Norm } L/\mathbb{Q})/4$, we have $\varepsilon_1 A = 0$. Also,

$$\varepsilon_4 = \frac{1}{4}(1 - \tau)(1 + \sigma \tau) = \frac{1}{4}(1 - \tau)(\text{Norm } L/\mathbb{Q}(\sqrt{-3})), $$

so $\varepsilon_4 A = 0$, since $h(\mathbb{Q}(\sqrt{-3})) = 1$. We now have

$$A = \varepsilon_2 A \bigoplus \varepsilon_3 A.$$ 

But

$$\varepsilon_2 = \frac{1}{4}(1 - \sigma)(\text{Norm } L/\mathbb{Q}(\sqrt{d})), $$

so

$$\varepsilon_2 A \subseteq A_{\mathbb{Q}(\sqrt{d})},$$

where the last group is the 3-Sylow subgroup of the class group of $\mathbb{Q}(\sqrt{d})$. Let $a \in A_{\mathbb{Q}(\sqrt{d})}$. Then $\tau a = a$. Since $1 + \sigma = \text{Norm}(\mathbb{Q}(\sqrt{d})/\mathbb{Q})$, $(1 + \sigma)a = 0$, hence $\sigma a = -a$. It follows that $\varepsilon_2 a = a$, so

$$A_{\mathbb{Q}(\sqrt{d})} \subseteq \varepsilon_2 A.$$
Therefore
\[ \varepsilon_2 A = A_{\mathbb{Q}(\sqrt{d})}. \]

Similarly
\[ \varepsilon_3 A = A_{\mathbb{Q}(\sqrt{-3d})}. \]

We now use the machinery at the beginning of this section. We have
\[ B = \bigoplus \varepsilon_j B. \] 
A calculation similar to that in Theorem 10.9 shows that
\[ \langle \varepsilon_i H, \varepsilon_j B \rangle = 1 \]
unless \( i = 2, j = 3 \) or \( i = 3, j = 2 \). For example, if \( h \in \varepsilon_2 H \) and \( b \in \varepsilon_4 B \) then \( \sigma h = h^{-1} \) and \( \sigma b = b^{-1} \), so
\[ \langle h, b \rangle = \langle h^{-1}, b^{-1} \rangle = \langle h^\sigma, b^\sigma \rangle = \langle h, b \rangle^\sigma. \]
But \( \sigma \notin \text{Gal}(L/\mathbb{Q}(\sqrt{-3})) \), so \( \sigma(\zeta_3) \neq \zeta_3 \). Therefore \( \langle h, b \rangle = 1 \).

Since \( H \times B \to W_3 \) is nondegenerate, we must have
\[ \varepsilon_2 H \times \varepsilon_3 B \to W_3, \quad \text{and} \]
\[ \varepsilon_3 H \times \varepsilon_2 B \to W_3 \]
nondegenerate. Also,
\[ \phi: \varepsilon_2 B \to \varepsilon_2 A_3, \]
\[ \phi: \varepsilon_3 B \to \varepsilon_3 A_3, \]
\((\ker \phi) \cap \varepsilon_2 B \simeq \text{subgroup of } \varepsilon_2(E/E^3), \text{and} \)
\((\ker \phi) \cap \varepsilon_3 B \simeq \text{subgroup of } \varepsilon_3(E/E^3). \)
Since \( \varepsilon_2 = \frac{1}{4}(1 - \sigma)(\text{Norm } L/\mathbb{Q}(\sqrt{d})), \varepsilon_2(E/E^3) \) is contained in the units of \( \mathbb{Q}(\sqrt{d}) \mod 3\text{rd powers. Therefore} \)
\[ \varepsilon_2(E/E^3) \simeq 0 \quad \text{or} \quad \mathbb{Z}/3\mathbb{Z}. \]
Similarly,
\[ \varepsilon_3 = \frac{1}{4}(1 - \tau)(\text{Norm } L/\mathbb{Q}(\sqrt{-3d})). \]
Since \( d \neq 1, \mathbb{Q}(\sqrt{-3d}) \neq \mathbb{Q}(\sqrt{-3}), \) so the units of \( \mathbb{Q}(\sqrt{-3d}) \) are either \( \{\pm 1\} \) or \( \{\pm 1, \pm \sqrt{-1}\} \). Consequently
\[ \varepsilon_3(E/E^3) = 0. \]
Putting everything together, we obtain,
\[ r = 3\text{-rank } A_{\mathbb{Q}(\sqrt{d})} = 3\text{-rank } \varepsilon_2 A \]
\[ = 3\text{-rank } \varepsilon_2 H = 3\text{-rank } \varepsilon_3 B \]
\[ \leq 3\text{-rank } \varepsilon_3(E/E^3) + 3\text{-rank } \varepsilon_3 A \]
\[ = 0 + 3\text{-rank } A_{\mathbb{Q}(\sqrt{-3d})} = s, \]
and similarly, 

\[ s \leq 1 + r. \]

This completes the proof. \(\square\)

**Remark.** The cases \(r = s\) and \(r + 1 = s\) both occur. For \(d = 79\), \(r = s = 1\), while for \(d = 69\), \(r = 0\), \(s = 1\).

**Theorem 10.11.** Let \(p\) be an odd prime. Let \(L\) be a CM-field with \(\zeta_p \in L\), and let \(A\) be the \(p\)-Sylow subgroup of the ideal class group of \(L\). Then

\[ p\text{-rank } A^+ \leq 1 + p\text{-rank } A^- . \]

Let \(W\) be the roots of unity in \(L\). If \(L^{W^{1/p}}/L\) is (totally) ramified, then

\[ p\text{-rank } A^+ \leq p\text{-rank } A^- . \]

(As usual, \(A^\pm = \{x \in A \mid \bar{x} = x^{\pm 1}\} \) and \(A^+ \simeq A(L^+)\)).

**Proof.** In the notation at the beginning of the section, let \(K = L^+\), the maximal real subfield of \(L\). Then \(G = \text{Gal}(L/K) = \{1, J\}\), where \(J = \text{complex conjugation}, \) and

\[ A^+ = \frac{1 + J}{2} A, \quad A^- = \frac{1 - J}{2} A. \]

As in the above theorems \(\langle H^+, B^+ \rangle = \langle H^-, B^- \rangle = 1 \) (since \(p \neq 2\)), so

\( H^+ \times B^- \to W_p \)

is nondegenerate. Also,

\( \phi: B^- \to A_p^- \),

and

\((\ker \phi) \cap B^- \simeq \text{subgroup of } (E/E^p)^- \).

Since \([E : W^{+}] = 1 \text{ or } 2\) (Theorem 4.12),

\( (E/E^p)^- = (W/W^p)^- \simeq \mathbb{Z}/p\mathbb{Z} \).

Therefore

\[ p\text{-rank } A^+ = p\text{-rank } H^+ = p\text{-rank } B^- \leq 1 + p\text{-rank } A^- . \]

If \(L^{W^{1/p}}/L\) is ramified then \(W \cap B = 1\), since \(L^{B^{1/p}}/L\) is unramified. Therefore \((\text{Ker } \phi) \cap B^- = 0\) and the "1" disappears from the above inequality. This completes the proof. \(\square\)
If \( p = 2 \), the above result holds if we modify \( A^+ \). Note that
\[
A^+ \cap A^- \subseteq \{ x \in A \mid x^2 = 1 \},
\]
which does not allow us to conclude that the intersection is trivial for \( p = 2 \). In fact, for \( \mathbb{Q}(\sqrt{-5}) \), \( A^+ = A^- = A \simeq \mathbb{Z}/2\mathbb{Z} \). Also, observe that if \( x \) is an ideal class of \( L^+ \) with \( x^2 = 1 \) then \( x \in A^+ \cap A^- \). However, we actually want to be able to transfer information from \( h^- \) to \( h^+ \), so instead of \( A^+ \) we should be looking at the 2-Sylow subgroup of the class group of \( L^+ \), whose order is the 2-part of \( h^+ \). Instead of the decomposition \( A = A^+ \oplus A^- \) obtained for odd \( p \), we have an exact sequence
\[
1 \to A^+_L \to A_L \to A_{L^+} \to 1,
\]
which is induced by the norm (i.e., \( 1 + J \)) from \( L \) to \( L^+ \) (cf. Theorem 10.1).

**Proposition 10.12.** Let \( L \) be a CM-field and let \( A_L \) and \( A_{L^+} \) be the 2-Sylow subgroups of the ideal class groups of \( L \) and \( L^+ \), respectively. Then
\[
\text{2-rank } A_{L^+} \leq 1 + \text{2-rank } A_L^{-}.
\]

**Proof.** Let \( i(A_L^+) \) denote the image in \( A_L \) and let \( (A_{L^+})_2 \) and \( (A_L^-)_2 \) denote the elements of order 2 in the respective groups. As noted above,
\[
i((A_{L^+})_2) \subseteq (A_L^-)_2.
\]
Therefore
\[
\text{2-rank } i((A_{L^+})_2) \leq \text{2-rank } A_L^{-}.
\]

But
\[
\frac{|(A_{L^+})_2|}{|i((A_{L^+})_2)|} = 1 \text{ or } 2
\]
by Theorem 10.3. Since the elements of order 2 determine the 2-rank,
\[
-1 + 2\text{-rank}(A_{L^+}) \leq 2\text{-rank } i((A_{L^+})_2) \leq 2\text{-rank } A_L^{-}.
\]
This completes the proof. \( \Box \)

Finally, we use the Kummer pairing to give another characterization of irregular primes. \( \Box \)

**Proposition 10.13.** Let \( p \) be odd. Then \( p \) divides \( h(\mathbb{Q}(\zeta_p)) \) if and only if there is an extension \( K/\mathbb{Q}(\zeta_p)^+ \), with \( K \neq \mathbb{Q}(\zeta_p)^+ \) and \( \text{Gal}(K/\mathbb{Q}(\zeta_p)^+) \simeq \mathbb{Z}/p\mathbb{Z} \), which is unramified at all primes not above \( p \).

**Proof.** First assume that such a \( K \) exists. Let \( F \) be the maximal elementary abelian \( p \)-extension of \( \mathbb{Q}(\zeta_p)^+ \) which is unramified outside \( p \). Then \( F/\mathbb{Q} \) is Galois and also \( F(\zeta_p)/\mathbb{Q} \) is Galois. As before, \( G = \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q}) \) acts on \( H = \text{Gal}(F(\zeta_p)/\mathbb{Q}(\zeta_p)) \). Since \( F \) is real, complex conjugation acts trivially, so
\( \varepsilon_i H = 1 \) for all odd \( i \) (where \( \varepsilon_i \) is the usual idempotent for \( G \)). Suppose that \( H = \varepsilon_0 H \). Then \( h^g = h \) for all \( g \in G \). Recall the definition \( h^g = \hat{g} h \hat{g}^{-1} \), where \( \hat{g} \) is an extension of \( g \) to \( F(\zeta_p) \). We find that \( \hat{g} h = h \hat{g} \) for all \( h \in H, g \in G \). Since \( G \) is cyclic, we may choose the \( \hat{g} \)'s so they commute with each other. It follows that \( \text{Gal}(F(\zeta_p)/\mathbb{Q}) \) is abelian. By the Kronecker–Weber theorem (14.1), and since \( F(\zeta_p)/\mathbb{Q} \) is unramified outside \( p \), \( F(\zeta_p) \subseteq \mathbb{Q}(\zeta_{p^n}) \) for some \( n \). Therefore \( F \subseteq \mathbb{Q}(\zeta_{p^n})^+ \). By the choice of \( K \), this is impossible, so \( H \neq \varepsilon_i H \), hence \( \varepsilon_i H \neq 1 \) for some even \( i \neq 0 \).

Since \( F(\zeta_p)/\mathbb{Q}(\zeta_p) \) is a Kummer extension, there is a subgroup \( B \subseteq \mathbb{Q}(\zeta_p)^*/(\mathbb{Q}(\zeta_p)^{\times})^p \) such that \( F(\zeta_p) = \mathbb{Q}(\zeta_p)(B^{1/p}) \). There is a nondegenerate bilinear pairing

\[ H \times B \to W_p \]

such that

\[ \langle h^g, b \rangle = \langle h, b \rangle^g, \quad g \in G. \]

As before, the fact that \( \varepsilon_i H \neq 1 \) for some even \( i \neq 0 \) implies that \( \varepsilon_j B \neq 1 \) for some odd \( j \neq 1 \) \((i + j = 1 \mod p - 1)\). Choose \( b \in \varepsilon_j B, b \neq 1 \). Then \( \mathbb{Q}(\zeta_p, b^{1/p})/\mathbb{Q}(\zeta_p) \) is unramified outside \( p \), hence \( (b) = I^p(\zeta_p - 1)^d \) for some ideal \( I \) and some integer \( d \). Since \( b \in \varepsilon_j B, b^a = b^a c^p \), with \( c \in \mathbb{Q}(\zeta_p) \), for all \( a \in (\mathbb{Z}/p\mathbb{Z})^\times \). Also, \( (\zeta_p - 1)^{a}\alpha = (\zeta_p - 1) \). Therefore

\[ (I^d\alpha)^p(\zeta_p - 1)^d = (b)^a\alpha = (b)^a(c)^p = (I^d\alpha)^p(\zeta_p - 1)^{da}(c)^p. \]

It follows that \( d = da \equiv 0 \mod p \), hence \( d \equiv 0 \mod p \). We therefore have \( (b) = I^p \) for some ideal \( I \) of \( \mathbb{Q}(\zeta_p) \).

Suppose now that \( I \) is principal, so \( I = (\alpha) \). Then \( \eta^p = b \) for some unit \( \eta \). We may change \( b \) by a \( p \)-th power, hence assume \( b = \eta \). Write \( b = \zeta_p^{e_1} \eta_1 \) with \( \eta_1 \) real. Since \( \zeta_p \) is in the \( \varepsilon_1 \) component and \( \eta_1 \) is real, it is impossible for \( \zeta_p^{e_1} \eta_1 \) to lie in the \( \varepsilon_j \) component with odd \( j \neq 1 \). This contradiction shows that \( I \) is nonprincipal. Since \( I^p \) is principal, we must have \( p \mid h(\mathbb{Q}(\zeta_p)) \).

Conversely, suppose \( p \mid h(\mathbb{Q}(\zeta_p)) \). Then \( p \mid h^-(\mathbb{Q}(\zeta_p)) \) so the \( \varepsilon_j \) component of the class group is nontrivial of some odd \( j \). By Proposition 6.16, \( j \neq 1 \).

Let \( I \) (nonprincipal) be an ideal representing a class of order \( p \) in the \( \varepsilon_j \) component: \( I^p = (b) \) and \( I^{e_j} \equiv 1 \mod \text{principal ideals} \). Let

\[ \beta \equiv b^{e_j} \mod (\mathbb{Q}(\zeta_p)^{\times})^p. \]

Since \( (\beta) \) is the \( p \)-th power of an ideal, Exercise 9.1 implies that \( \mathbb{Q}(\zeta_p, \beta^{1/p})/\mathbb{Q}(\zeta_p) \) is unramified outside \( p \). If \( B_1 \) denotes the subgroup of \( \mathbb{Q}(\zeta_p)^{\times}/(\mathbb{Q}(\zeta_p)^{\times})^p \) corresponding to the maximal elementary abelian \( p \)-extension of \( \mathbb{Q}(\zeta_p) \) unramified outside \( p \) (call it \( F_1 \)), then \( \beta \in \varepsilon_j B_1 \). We claim \( \beta \) is nontrivial. Suppose \( \beta = \alpha^p \). Then, modulo \( p \)-th powers of principal ideals,

\[ 1 \equiv (\alpha)^p = (\beta)^{e_j} = I^{pe_j} \equiv I^p, \]

so \( I^p \) is the \( p \)-th power of a principal ideal; hence \( I \) is principal, which is a contradiction. This proves the claim that \( \beta \) is nontrivial in \( \varepsilon_j B \). Therefore
\( \varepsilon_j B_1 \neq 1 \). Let \( H_1 = \text{Gal}(F_1/\mathbb{Q}(\zeta_p)) \). Via the Kummer pairing \( H_1 \times B_1 \to W_p \), we find that \( \varepsilon_i H_1 \) is nontrivial for some even \( i \neq 0 \). Let \( K_1 \) be the corresponding extension of \( \mathbb{Q}(\zeta_p) \); that is, \( \text{Gal}(K_1/\mathbb{Q}(\zeta_p)) = \varepsilon_i H_1 \). It is clear that \( K_1 \) is Galois over \( \mathbb{Q} \). Since \( i \) is even, complex conjugation \( J \) commutes with \( \varepsilon_i H_1 \). Therefore the group generated by \( J \) and \( \varepsilon_i H_1 \) has order \( 2|\varepsilon_i H_1| \), so the fixed field must be \( \mathbb{Q}(\zeta_p)^+ \). Since \( K_1^+ \) is the fixed field of \( J \), we find that

\[
\text{Gal}(K_1^+/\mathbb{Q}(\zeta_p)^+) \simeq \varepsilon_i H_1 \neq 1.
\]

Since \( \text{Gal}(\mathbb{Q}(\zeta_{p^2})^+/\mathbb{Q}(\zeta_p)^+) \) is in the \( \varepsilon_0 \) component and since \( i \neq 0 \), we have \( K_1^+ \cap \mathbb{Q}(\zeta_{p^2})^+ = \mathbb{Q}(\zeta_p)^+ \). Clearly \( K_1^+/\mathbb{Q}(\zeta_p)^+ \) is unramified outside \( p \). If we take a subfield \( K \subseteq K_1^+ \) such that \( \text{Gal}(K/\mathbb{Q}(\zeta_p)^+) \simeq \mathbb{Z}/p\mathbb{Z} \), we obtain the desired field. This completes the proof.

\section{§10.3 Consequences of Vandiver's Conjecture}

In this section we assume that Vandiver's conjecture holds, namely that \( p \) does not divide the class number of \( \mathbb{Q}(\zeta_p)^+ \). By Corollary 10.6, this implies that \( p \) also does not divide the class number of \( \mathbb{Q}(\zeta_{p^n})^+ \) for all \( n \geq 1 \). It is not clear whether or not Vandiver's conjecture should be true in general, but, as we mentioned in Chapter 9, it seems that it should hold for a large majority of primes (at present it is known to be true for all \( p < 125000 \)). Hence the following results are possibly a good approximation to the truth in general.

\textbf{Theorem 10.14.} Let \( p \) be odd and assume \( p \nmid h(\mathbb{Q}(\zeta_p)^+) \). Let \( A_n = A_n^- \) be the \( p \)-Sylow subgroup of the ideal class group of \( \mathbb{Q}(\zeta_{p^{n+1}}) \), let

\[
R_{p,n} = \mathbb{Z}_p[\text{Gal}(\mathbb{Q}(\zeta_{p^{n+1}})/\mathbb{Q})],
\]

and let \( I_{p,n} \) be the Stickelberger ideal (see Chapter 6). Then \( A_n^- \) is cyclic as a module over \( R_{p,n} \) and

\[
A_n^- \simeq R_{p,n}^-/I_{p,n}^-.
\]

as modules over \( R_{p,n} \). In other words, the Stickelberger ideal gives all the relations in \( A_n^- \).

\textbf{Proof.} The main part of the proof involves proving the cyclicity. The rest follows easily.

For \( n = 0 \) the result is an immediate consequence of Theorem 10.9, but in general we have to work a little more. We use the ideas of the previous section, but we must look more closely at the units. Recall that in the notation of the previous section, \( \ker \phi \subset E/E^p \). Since the structure of \( E \) is fairly well understood, it is convenient to use all of \( E/E^p \), rather than just a subgroup.
To do so, we must enlarge $B$. Therefore, let $L''$ be the maximal elementary abelian $p$-extension of $L = \mathbb{Q}(\zeta_{p^{n+1}})$ which is unramified at all primes except possibly $\mathfrak{p} = (1 - \zeta_{p^{n+1}})$, which is the prime above $p$. Then $L'' = L(\sqrt[p]{B'})$ for some subgroup $B' \subseteq L^\times/(L^\times)^p$. Let $H' = \text{Gal}(L''/L)$. There is a non-degenerate bilinear pairing

$$H' \times B' \rightarrow W_p,$$

satisfying

$$\langle h^g, b^g \rangle = \langle h, b \rangle^g \quad \text{for } g \in G'' = \text{Gal}(L''/\mathbb{Q}).$$

Let $b \in B'$. Then, as in the previous section,

$$(b) = I^p \mathfrak{p}^d$$

for some ideal $I$ and some integer $d$. The $\mathfrak{p}$ must be singled out because of possible ramification at $\mathfrak{p}$. We obtain a map

$$\phi': B' \rightarrow A_p = \{x \in A | x^p = 1\}$$

$$b \mapsto \text{class of } I.$$

If $\phi'(b) = 1$ then $b = e(1 - \zeta_{p^{n+1}})^d \cdot a^p$ for some unit $e$ and some $a \in \mathbb{Q}(\zeta_{p^{n+1}})$. Conversely, if $b$ is of this form then $L(b^{1/p})/L$ is unramified outside $\mathfrak{p}$, so $b \in B'$ and clearly $\phi'(b) = 1$. Therefore ker $\phi'$ is generated by $E$ and $1 - \zeta_{p^{n+1}}$.

Since we are assuming $p \nmid h^+$, we have $p \nmid [E^+:C^+]$ by Theorem 8.2, where $C^+$ denotes the real cyclotomic units. Since

$$E = \langle \zeta_{p^{n+1}} \rangle \times E^+ \quad \text{and} \quad C = \langle \zeta_{p^{n+1}} \rangle \times C^+,$$

we also have $p \nmid [E:C]$. Therefore $C$ generates $E/E^p$. It follows from Lemma 8.1 that ker $\phi'$ is generated over $R_{p,n}$ by $1 - \zeta_{p^{n+1}}$ (note that $\zeta = -(1 - \zeta)/(1 - \zeta^{-1})$). Consequently, (ker $\phi'$)$^+$ is generated by $(1 - \zeta_{p^{n+1}})(1 - \zeta_{p^{n+1}}^{-1})$. In fact,

$$\{(1 - \zeta_{p^{n+1}})(1 - \zeta_{p^{n+1}}^{-1})^a | 1 \leq a < \frac{1}{2}p^n, (a, p) = 1\}$$

is a basis for (ker $\phi'$)$^+$ as a vector space over $\mathbb{Z}/p\mathbb{Z}$. Note that $G = \text{Gal}(\mathbb{Q}(\zeta_{p^{n+1}})/\mathbb{Q})$ acts transitively on the elements of this basis.

If $p \nmid h^+$ then $A_p^+ = 1$. Therefore

$$(B')^+ = (\ker \phi')^+,$$

so $(B')^+$ is cyclic over $R_{p,n}$ (to obtain cyclicity is the reason we enlarged $B$). As before, the pairing

$$(H')^- \times (B')^+ \rightarrow W_p$$

is nondegenerate. We claim that $(H')^-$ is cyclic over $R_{p,n}$. Let $\{h_1, \ldots, h_r\}$ be the dual basis of $(H')^-$ corresponding to the basis of $(B')^+$ constructed above (call it $\{b_1, \ldots, b_r\}$). Then

$$\langle h_i, b_j \rangle = \begin{cases} \zeta_p, & i = j \\ 1, & i \neq j. \end{cases}$$
Let $H_1$ be the $R_{p,n}$-submodule of $(H')^-$ generated by $h_1$. Suppose $H_1 \neq (H')^-$. Then, by Proposition 3.3 or 3.4, there exists $b = \sum x_i b_i \neq 0$ in $B$ ($x_i \in \mathbb{Z}$) such that $\langle H_1, b \rangle = 1$. In particular,
\[ 1 = \langle h_1^g, b \rangle = \langle h_1, b^{g^{-1}} \rangle^g, \]
so
\[ \langle h_1, b^{g^{-1}} \rangle = 1, \quad \text{for all } g \in G. \]
Letting $g = 1$ we find
\[ 1 = \langle h_1, b \rangle = \xi^{x_1}_{p}, \quad \text{hence } x_1 \equiv 0 \mod p, \]
and since $G$ acts transitively on $\{b_1, \ldots, b_v\}$, we may use other choices of $g$ to obtain $x_i \equiv 0 \mod p$ for all $i$. Therefore $b = 0$. It follows that $H_1 = (H')^-$, so $(H')^-$ is cyclic over $R_{p,n}$, as desired.

Returning to the beginning of the proof, we observe that $L' \subseteq L''$, so $H = \text{Gal}(L'/L)$ is a quotient of $H' = \text{Gal}(L''/L)$. Consequently, $H^- \cong (A_{p,n}/A_p)^-\pi$ is cyclic over $R_{p,n}$.

Let $x_0 \in A_n^-$ generate $(A_{p,n}/A_p)^-\pi$. Let $x \in A_n^-$. Then
\[ x = r_0 x_0 + p y_1, \quad \text{with } r_0 \in R_{p,n} \quad \text{and} \quad y_1 \in A_n^- \]
But
\[ y_1 = r_1 x_0 + p y_2, \quad \text{etc.} \]
Therefore
\[ x = (r + pr_1 + \cdots) x_0, \]
so $x_0$ generates $A_n^-$ over $R_{p,n}$. Therefore $A_n^-$ is cyclic as an $R_{p,n}$-module.

Let $x_0$ be a generator for $A_n^-$ over $R_{p,n}$, hence over $R_{p,n}^-$. Then we have a surjective $R_{p,n}^-$-homomorphism
\[ R_{p,n}^- \rightarrow A_n^-, \]
\[ r \mapsto rx_0. \]
By Stickelberger's theorem, $I_{p,n}^-$ is contained in the kernel. Since
\[ [R_{p,n}^- : I_{p,n}^-] = |A_n^-| \]
by Theorem 6.21, the kernel is exactly $I_{p,n}^-$. This completes the proof.

**Corollary 10.15.** Let $A$ be the $p$-Sylow subgroup of the ideal class group of $\mathbb{Q}(\zeta_p)$ and let
\[ A = \bigoplus_{i=0}^{p-2} \epsilon_i A \]
be the decomposition according to idempotents. If $p \nmid h(\mathbb{Q}(\zeta_p)^+)$ then
\[ \epsilon_i A \cong \mathbb{Z}_p / B_{1,\omega^{-i}} \mathbb{Z}_p \quad \text{for } i = 3, 5, \ldots, p - 2. \]
Proof. By Theorem 10.14, each $\varepsilon_i A$ is a cyclic group. By Proposition 6.16, $B_{1, \omega^{-i}}$ annihilates $\varepsilon_i A$, so

$$|\varepsilon_i A| \leq p\text{-part of } B_{1, \omega^{-i}}.$$ 

Since

$$\prod_{i \text{ odd}}^{p-2} |\varepsilon_i A| = |A^-| = p\text{-part of } h^-$$

$$= p\text{-part of } 2p \prod_{i=1}^{p-2} (-\frac{1}{2}B_{1, \omega^{i}})$$

$$= p\text{-part of } \prod_{i \neq p-2} (B_{1, \omega^{i}})$$

(see the proof of Theorem 5.16), the inequalities must all be equalities. This completes the proof. 

Remark. It has recently been proved unconditionally by Mazur and Wiles that $|\varepsilon_i A| = p\text{-part of } B_{1, \omega^{-i}}$. It is a consequence of the "Main Conjecture" (see Chapter 13).

For the next result, recall that if $\Gamma = \text{Gal}(\mathbb{Q}(\zeta_p^p)/\mathbb{Q}(\zeta_p))$ and if $\gamma_0$ is a topological generator of $\Gamma_0$, then $\mathbb{Z}_p[[\Gamma]] \simeq \mathbb{Z}_p[[T]]$, with $\gamma_0$ corresponding to $1 + T$. See Theorem 7.1. Hence a $\mathbb{Z}_p[[\Gamma]]$-module may be regarded as a $\mathbb{Z}_p[[T]]$-module. Let $A_n$ be as above, so $A_n$ is a $\mathbb{Z}_p[[\Gamma/\Gamma^p]]$-module. The norm map $N_n$ from $A_n$ to $A_{n-1}$ commutes with the action of the group ring. Take the inverse limit $\varprojlim A_n$ with respect to the norm mappings. If

$$(\ldots, a_{n-1}, a_n, \ldots) \in \varprojlim A_n$$

and

$$(\ldots, y_{n-1}, y_n, \ldots) \in \varprojlim \mathbb{Z}_p[\Gamma/\Gamma^p]$$

then

$$N_n(y_n a_n) = y_n N_n(a_n) = y_{n-1} a_{n-1}$$

(since $y_n$ restricts to $y_{n-1}$). Therefore

$$(\ldots, y_{n-1} a_{n-1}, y_n a_n, \ldots) \in \varprojlim A_n,$$

so $\varprojlim A_n$ is a $\mathbb{Z}_p[[\Gamma]]$-module.

We may also decompose each $A_n$ according to the idempotents

$$\varepsilon_i = \frac{1}{p-1} \sum_{a=1}^{p-1} \omega^i(a) \sigma_a^{-1} \in \mathbb{Z}_p[\text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})] \subseteq R_{p,n}.$$ 

Each component $\varprojlim \varepsilon_i A_n$ is also a $\mathbb{Z}_p[[\Gamma]]$-module.
Theorem 10.16. Assume $p \nmid h(\mathbb{Q}(\zeta_p)^+)$. Let $P_n(T) = (1 + T)^{p^n} - 1$. Then, for $i = 3, 5, \ldots, p - 2,$

$$\varepsilon_i A_n \simeq \mathbb{Z}_p[[T]]/(P_n(T), f(T, \omega^{1-i}))$$

and

$$\lim \varepsilon_i A \simeq \mathbb{Z}_p[[T]]/(f(T, \omega^{1-i}))$$

as modules over $\mathbb{Z}_p[[T]]$, where $f(T, \omega^{1-i})$ is the power series satisfying

$$f((1 + p)^s - 1, \omega^{1-i}) = L_p(s, \omega^{1-i})$$

(see Theorem 7.10). For $i = 1, \varepsilon_1 A_n = 0$ for all $n$.

Proof. By Theorem 10.1, the norm map $A_n \to A_{n-1}$ is surjective, so $\varepsilon_i A_n \to \varepsilon_i A_{n-1}$ is also surjective. Since $p \nmid h^+$, each $\varepsilon_i A_n$ is cyclic as an $R_{p,n}$-module. If $b_n$ generates $\varepsilon_i A_n$ over $R_{p,n}$, then the norm of $b_n$ generates $\varepsilon_i A_{n-1}$ over $R_{p,n-1}$. This allows us to obtain arbitrarily long sequences $(b_0, \ldots, b_n)$ such that each $b_j$ is a generator for $\varepsilon_i A_j$. Since $\varepsilon_i A_0$ is finite, there is some $a_0$ such that there are arbitrarily long sequences starting with $a_0$. Similarly, there is an $a_1 \in \varepsilon_i A_1$ whose norm is $a_0$ and such that there are arbitrarily long sequences starting with $(a_0, a_1)$. Continuing, we obtain a sequence

$$(a_0, a_1, \ldots) \in \lim \varepsilon_i A_n$$

such that $a_n$ is a generator for $\varepsilon_i A_n$ for each $n$.

Let $\Delta = \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})$. Let

$$\theta_{p^n} \in \mathbb{Q}_p[[\Delta]/\Gamma_p^{p^n}]$$

be the Stickelberger element. Then $I_{p,n}$ is generated by elements of the form $(c - \sigma) \theta_{p^{n+1}}$ (Lemma 6.9). Therefore $\varepsilon_i I_{p,n}$ is generated by elements of the form (recall $\gamma_c = \sigma_{\zeta_c};$ see Chapter 7)

$$(c - \omega^i(c)\gamma_c) \varepsilon_i \theta_{p^{n+1}}.$$ 

If we take $c = 1 + p$ and $i = 1$, then this corresponds to an invertible power series by Lemma 7.12. This yields $\varepsilon_1 A_n = 0$ for all $n$. If $i \neq 1$ and $c$ is a primitive root mod $p$, then $c - \omega^i(c)\gamma_c$ corresponds to a power series with constant term $c - \omega^i(c) \equiv 0 \bmod p$, hence to an invertible power series which may be ignored. By Iwasawa's construction of $p$-adic $L$-functions (Chapter 7), $\varepsilon_i \theta_{p^{n+1}}$ corresponds to a polynomial

$$f_n(T, \omega^{1-i}) \in \mathbb{Z}_p[T]$$

such that

$$f(T, \omega^{1-i}) \equiv f_n(T, \omega^{1-i}) \bmod P_n(T),$$
where \( f \) is as in the statement of the theorem. From Theorem 10.14,
\[
\mathbb{Z}_p[[T]]/(f_n(T, \omega^{1-i}), P_n(T)) \simeq e_i A_n
\]
\[
g(T) \mapsto g(T)a_n,
\]
where \( a_n \) is the generator obtained above. We claim this gives us an isomorphism
\[
\lim_{\leftarrow} \mathbb{Z}_p[[T]]/(f, P_n) \simeq \lim_{\leftarrow} e_i A_n.
\]
Clearly an element on the left yields an element on the right side via the map defined above. Conversely, suppose \((y_0, y_1, \ldots) \in \lim_{\leftarrow} e_i A_n\). Then \( y_n = g_n(T)a_n \) for some \( g_n \). Since \( g_n(T)a_{n-1} = g_n(T) \) \( \text{Norm}(a_n) = \text{Norm}(g_n(T)a_n) = g_{n-1}(T)a_{n-1} \), we must have
\[
g_n(T) - g_{n-1}(T) \in (f_{n-1}, P_{n-1}).
\]
It follows that
\[
(g_0, g_1, \ldots) \in \lim_{\leftarrow} \mathbb{Z}_p[[T]]/(f, P_n),
\]
so \((y_0, y_1, \ldots)\) is in the image of the map. Since we have an injection at each level, we have an isomorphism as claimed.

It remains to evaluate the inverse limit. Clearly there is a map
\[
\phi : \mathbb{Z}_p[[T]] \to \lim_{\leftarrow} \mathbb{Z}_p[[T]]/(f, P_n)
\]
If \( \phi(g) = 0 \) then, for each \( n \),
\[
g = B_n f + B'_n P_n, \quad \text{with } B_n, B'_n \in \mathbb{Z}_p[[T]].
\]
Since \( P_n \to 0 \) in \( \mathbb{Z}_p[[T]] \), \( \lim B_n = B \) exists. Therefore \( f \) divides \( g \), so \( \ker \phi = (f) \). Now suppose
\[
(g_0, g_1, \ldots) \in \lim_{\leftarrow} \mathbb{Z}_p[[T]]/(f, P_n).
\]
Then
\[
g_{n+1} = g_n + C_n f + D_n P_n, \quad \text{with } C_n, D_n \in \mathbb{Z}_p[[T]].
\]
Let
\[
g'_n = g_n - \left( \sum_{j<n} C_j \right) f.
\]
Then
\[
g'_{n+1} = g'_n + D_n P_n,
\]
so
\[
(g'_0, g'_1, \ldots) \in \lim_{\leftarrow} \mathbb{Z}_p[[T]]/(P_n) = \mathbb{Z}_p[[T]]
\]
(see the proof of Theorem 7.1). Therefore there is a power series \( g \) such that
\[
g \equiv g'_n \mod P_n,
\]
where $f$ is as in the statement of the theorem. From Theorem 10.14,

$$\mathbb{Z}_p[[T]]/(f_n(T, \omega^{1-i}), P_n(T)) \cong \mathcal{E}_n A_n$$

$$g(T) \mapsto g(T)a_n,$$

where $a_n$ is the generator obtained above. We claim this gives us an isomorphism

$$\lim_{\leftarrow} \mathbb{Z}_p[[T]]/(f, P_n) \cong \lim_{\leftarrow} \mathcal{E}_n A_n.$$

Clearly an element on the left yields an element on the right side via the map defined above. Conversely, suppose $(\gamma_0, \gamma_1, \ldots) \in \lim_{\leftarrow} \mathcal{E}_n A_n$. Then $y_n = g_n(T)a_n$ for some $g_n$. Since $g_n(T)a_{n-1} = g_n(T)\operatorname{Norm}(a_n) = \operatorname{Norm}(g_n(T)a_n) = g_{n-1}(T)a_{n-1}$, we must have

$$g_n(T) - g_{n-1}(T) \in (f_{n-1}, P_{n-1}).$$

It follows that

$$(g_0, g_1, \ldots) \in \lim_{\leftarrow} \mathbb{Z}_p[[T]]/(f, P_n),$$

so $(\gamma_0, \gamma_1, \ldots)$ is in the image of the map. Since we have an injection at each level, we have an isomorphism as claimed.

It remains to evaluate the inverse limit. Clearly there is a map

$$\phi: \mathbb{Z}_p[[T]] \to \lim_{\leftarrow} \mathbb{Z}_p[[T]]/(f, P_n)$$

If $\phi(g) = 0$ then, for each $n$,

$$g = B_n f + B'_n P_n, \quad \text{with } B_n, B'_n \in \mathbb{Z}_p[[T]].$$

Since $P_n \to 0$ in $\mathbb{Z}_p[[T]]$, $\lim B_n = B$ exists. Therefore $f$ divides $g$, so $\ker \phi = (f)$. Now suppose

$$(g_0, g_1, \ldots) \in \lim_{\leftarrow} \mathbb{Z}_p[[T]]/(f, P_n).$$

Then

$$g_{n+1} = g_n + C_n f + D_n P_n, \quad \text{with } C_n, D_n \in \mathbb{Z}_p[[T]].$$

Let

$$g'_n = g_n - \left( \sum_{j \leq n} C_j \right) f.$$  

Then

$$g'_{n+1} = g'_n + D_n P_n,$$

so

$$(g'_0, g'_1, \ldots) \in \lim_{\leftarrow} \mathbb{Z}_p[[T]]/(P_n) = \mathbb{Z}_p[[T]]$$

(see the proof of Theorem 7.1). Therefore there is a power series $g$ such that

$$g \equiv g'_n \mod P_n,$$
hence
\[ g \equiv g_n \mod(f, P_n), \quad \text{for all } n. \]
This proves that \( \phi \) is surjective. Therefore
\[ \mathbb{Z}_p[[T]]/(f) \simeq \lim_{\leftarrow} \mathbb{Z}_p[[T]]/(f, P_n) \simeq \lim_{i} \epsilon_i A_n. \]
This completes the proof of Theorem 10.16. \( \square \)

**Remark.** This result is rather amazing since it enables us to define an analytic object, namely the \( p \)-adic \( L \)-function, in terms of algebraic objects, namely ideal class groups. A similar situation exists for function fields (see Chapter 13).

A slightly weaker form of this theorem has been proved by Mazur and Wiles, without the assumption \( p \nmid h^+ \). See Section 13.6.

**Corollary 10.17.** Suppose \( p \nmid h(\mathbb{Q}(\zeta_p)^+) \). Let \( i_1, \ldots, i_s \) be the even indices \( i \) such that \( 2 \leq i \leq p - 3 \) and \( p|B_i \). If
\[ B_{1, \omega^{i-1}} \not\equiv 0 \mod p^2 \]
and
\[ \frac{B_i}{i} \not\equiv \frac{B_{i+p-1}}{i + p - 1} \mod p^2 \quad \text{for all } i \in \{i_1, \ldots, i_s\} \]
then
\[ A_n \simeq (\mathbb{Z}/p^{n+1}\mathbb{Z})^s \]
for all \( n \geq 0 \).

**Remark.** The above Bernoulli numbers are always divisible by \( p \), but the above congruences hold \( \mod p^2 \) for all \( p < 125000 \). But there does not seem to be any reason to believe this in general. The above yields, for \( p \) as above,
\[ \mu = 0, \quad \lambda = v = i(p) \]
where \( \lambda, \mu, v \) are the Iwasawa invariants (see Theorem 7.14 or Chapter 13) and \( i(p) = s \) is the index of irregularity.

**Proof.** Let \( f(T, \omega^i) = a_0 + a_1 T + \cdots \), with \( a_j \in \mathbb{Z}_p \) for all \( p \). Then, for \( s \in \mathbb{Z}_p \),
\[ L_p(s, \omega^i) = f((1 + p)^s - 1, \omega^i) \equiv a_0 + a_1 s \mod p^2. \]
Since \( B_2 = \frac{1}{6} \), we must have \( i \geq 4 \), so
\[ \frac{B_i}{i} \equiv (1 - p^{i-1}) \frac{B_i}{i} = -L_p(1 - i, \omega^i) \equiv -a_0 - a_1 (1 - i)p \]
and
\[ \frac{B_{i+p-1}}{i + p - 1} \equiv -a_0 - a_1 (2 - p - i)p \equiv -a_0 - a_1 (2 - i)p. \]
We obtain
\[ a_1(1 - i)p \not\equiv a_1(2 - i)p \mod p^2. \]
Therefore \( p \nmid a_1. \) Since \( p \mid B_i, \) we must have \( p \mid a_0, \) so \( \lambda_i = 1 \) for the power series \( f(T, \omega^i). \) This means that
\[ f(T, \omega^i) = (T - \alpha_i)U_i(T) \]
with \( \alpha_i \in p\mathbb{Z}_p \) and \( U_i \in \mathbb{Z}_p[[T]]^\times \) (see Theorem 7.3). It follows that
\[ e_{p - i}A_n \cong \mathbb{Z}_p[[T]]/(P_n(T), T - \alpha_i) \cong \mathbb{Z}_p/P_n(\alpha_i)\mathbb{Z}_p. \]
But \( P_n(\alpha_i) = (1 + \alpha_i)p^n - 1 \equiv p^n\alpha_i^2 \mod p^n, \) so we already have the result
\[ e_{p - i}A_n \cong \mathbb{Z}_p/p^{n + f_i}\mathbb{Z}_p, \]
where \( f_i = v_p(\alpha_i). \)

Since
\[ -B_{1, \omega^{i-1}} = f(0, \omega^i) = -\alpha_i U_i(0) \]
we find that
\[ v_p(\alpha_i) = v_p(B_{1, \omega^{i-1}}) = 1. \]
This completes the proof. \( \square \)

**Notes**

For results related to the first section, see the papers of Massey. Corollary 10.5 was first proved by Furtwängler.

For the general statement of Leopoldt’s Spiegelungssatz, see Leopoldt [4]. For generalizations, see Oriat [2], Oriat–Satgé [1], and Kuroda [1].

There is some interest in class groups of cyclotomic fields because of their relations with class groups of group rings. See Kerzvair–Murthy [1], Ullom [1], and McCulloh [2].

For divisibility properties of \( h_n^{-} \) see Metsänkylä [1], [2], [3] and Lehmer [3]. For parity questions, see the notes on Chapter 8, plus Cohn [1] and Uchida [4].

Proposition 10.13 has an elliptic analogue (Coates–Wiles [2]).

**Exercises**

10.1. Suppose \( L/K \) is an extension of degree \( n. \) Show:
(a) If \( m \mid h_K \) and \( (m, n) = 1, \) then \( m \mid h_L. \)
(b) If \( (n, h_K) = 1 \) then the map \( C_K \rightarrow C_L \) of ideal class groups is injective (this does not use class field theory or Theorem 10.1).
10.2. Suppose $L/K$ is an abelian extension of odd degree. Show that if $h_K$ is odd and $h_L$ is even, then $4$ divides $h_L$ (it follows easily that the result is true for solvable extensions of odd degree; by the Feit–Thompson theorem, it is therefore true for all Galois extensions of odd degree).

10.3. (a) It is known (for example, Kummer’s Collected Papers, vol. I, p. 944) that the cubic subfield of $\mathbb{Q}(\zeta_{163})^+$ has class number 4. Show that $\mathbb{Q}(\zeta_{163})^+$ has even class number.
(b) Let $p \equiv 1 \mod 4$ be prime. Show that the quadratic subfield of $\mathbb{Q}(\zeta_p)^+$ has odd class number; so the technique of (a) will not produce even class numbers via quadratic subfields. This makes the computations more difficult.

10.4. Suppose $p$ and $q$ are distinct primes with $p \equiv q \equiv 1 \mod 4$ and $(p/q) = -1$. Let $K_{pq}$ be the maximal real subextension of $\mathbb{Q}(\zeta_{pq})$ such that $[K_{pq} : \mathbb{Q}]$ is a power of 2, and let $K_p^+$ be the similarly defined subfield of $\mathbb{Q}(\zeta_p)$.
(a) Show that $K_p^+$ has odd class number and that there is only one prime above $q$ ($\text{Hint: } K_p^+/\mathbb{Q}$ is cyclic of prime power order. What is the decomposition group for $q$?).
(b) Show that $K_{pq}$ has odd class number.

10.5. Consider $\mathbb{Q}(\zeta_p)$. Show that if $i$ is even and $i/4 \not\equiv 0$ then $p | B_i$. Is the converse true?

10.6. Let $d > 0$ be square-free. Let $r$ be the 2-rank of the ideal class group of $\mathbb{Q}(\sqrt{d})$ and let $s$ be the 2-rank of the ideal class group of $\mathbb{Q}(\sqrt{-d})$. Show that

$$r \leq s \leq r + 1$$

(this was known to Gauss; it does not require the techniques of this chapter).

10.7. Let $K$ be a CM-field and suppose $[E : WE^+] = 2$. Show that the map $C^+ \to C$ of ideal class groups is injective.

10.8. Let $L$, $B$, $H$ be as in the section on reflection theorems.
(a) Show that $H \simeq \text{Hom}_\mathbb{Z}(B, W_p)$ as $G$-modules, where the action of $G$ on a homomorphism $f$ is defined by $(gf)(b) = g(f(g^{-1}b))$.
(b) Let $\chi$ be a 1-dimensional character of $G$ such that the idempotent $\epsilon_\chi \in \mathbb{Z}_p[G]$. Show that

$$\text{Hom}_\mathbb{Z}(\epsilon_\chi B, W_p) \simeq \epsilon_{\chi^{-1}} \text{Hom}_\mathbb{Z}(B, W_p).$$

This explains the condition $i + j \equiv 1 \mod (p - 1)$ of Theorem 10.9. The 1-dimensional character $\chi$ may be replaced by a higher dimensional character $\Phi$ which is irreducible over $\mathbb{Q}_p$. The idempotent $\epsilon_{\chi^{-1}}$ must be replaced by $\epsilon_{\Phi^*}$, where $\Phi^*$ is the character of the contragredient representation, and $\Phi^*(\sigma) = \Phi(\sigma^{-1})$. 
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Chapter 11

Cyclotomic Fields of Class Number One

In this chapter we determine those \( m \) for which \( \mathbb{Q}(\zeta_m) \) has class number one. In Chapter 4, the Brauer–Siegel theorem was used to show that there are only finitely many such fields, but the result was non-effective: there was no computable bound on \( m \). So we need other techniques. Since \( h_n \) divides \( h_m \) if \( n \) divides \( m \), it is reasonable to start with \( m \) prime. In 1964 Siegel showed that \( h_p = 1 \) implies \( p \leq C \), where \( C \) is a computable constant, but the constant was presumably too large to make computations feasible. In 1971, Montgomery and Uchida independently obtained much better values of \( C \), from which it followed that \( h_p = 1 \iff p \leq 19 \). Masley was then able to use this information, plus a table of \( h_m^- \) for \( \phi(m) \leq 256 \), to explicitly determine all \( m \) with \( h_m = 1 \).

Montgomery’s original argument was for \( h_p^- \), but Masley pointed out to me that the proof could be extended to composite indices. In the following, we use an adaptation of Montgomery’s method, though some of the less important estimates have been weakened. We obtain a finite list of prime powers for which \( h^- = 1 \), and the estimates are also good enough to handle some composite cases, in particular \( m = 17 \times 19 \), for which \( h_m^- \) has not been calculated. This information suffices for finding a finite list of possibilities for \( h_m = 1 \). But we still must calculate \( h_m^+ \), which is generally rather difficult. The original argument of Masley used some calculations plus some algebraic techniques. However, Odlyzko subsequently obtained rather precise lower bounds for discriminants, which allowed Masley to simplify the argument for \( h_m^+ \). It turns out that \( h_m^+ = 1 \) for all those \( m \) with \( h_m^- = 1 \). So we obtain all \( m \) with \( h_m = 1 \).

Theorem 11.1. Let \( m \not\equiv 2 \mod 4 \). Then \( h(\mathbb{Q}(\zeta_m)) = 1 \) if and only if \( m \) is one of the following:

1, 3, 4, 5, 7, 8, 9, 11, 12, 13, 15, 16, 17, 19, 20, 21, 24, 25, 27, 28, 32, 33, 35, 36, 40, 44, 45, 48, 60, 84.
§11.1 The Estimate For Even Characters

We need to estimate \( h_m \) from below, which will involve estimating \( L \)-series. It will be convenient to use imprimitive characters; so let \( \chi \) be a Dirichlet character of conductor \( f \), with \( f \mid m \), and define

\[
\chi_m(n) = \begin{cases} 
\chi(n), & \text{if } (n, m) = 1 \\
0, & \text{if } (n, m) > 1.
\end{cases}
\]

We have

\[
L(s, \chi_m) = \sum_{n=1}^{\infty} \frac{\chi_m(n)}{n^s} = L(s, \chi) \prod_{p \mid m} \left(1 - \frac{\chi(p)}{p^s}\right).
\]

If \( \chi \neq 1 \),

\[
L(1, \chi_m) = \sum_{n=1}^{\infty} \frac{\chi_m(n)}{n} = L(1, \chi) \prod_{p \mid m} \left(1 - \frac{\chi(p)}{p}\right).
\]

The advantage of using these characters is that

\[
\sum_{\chi \mod m} \chi_m(n) = 0 \quad \text{if } n \not\equiv 1 \mod m
\]

and

\[
\sum_{\chi \text{ even}} \chi_m(n) = 0 \quad \text{if } n \not\equiv \pm 1 \mod m.
\]

This is not true if we use \( \chi \) (see Exercise 3.6). By using imprimitive characters we can take a sum involving \( L(s, \chi_m) \) for all \( \chi \) and cancel many terms, and consequently obtain a better estimate than if we worked with each character separately.

We know that \( h_m \) can be expressed in terms of the product of \( L(1, \chi) \) for odd characters \( \chi \). But it works better to obtain a lower bound for the product over all nontrivial characters, and an upper bound for the product over the nontrivial even characters, then divide. The latter is perhaps a more delicate estimate in our case and we do it first.

Let \( \prod_+ \) and \( \sum_+ \) denote respectively the product and sum over the nontrivial even characters \( \chi \mod m \). By the arithmetic-geometric mean inequality,

\[
\left| \prod_+ L(1, \chi_m) \right|^{2(\phi(m)/2)} \leq \frac{2}{\phi(m) - 2} \sum_+ |L(1, \chi_m)|^2.
\]

We shall estimate the right-hand side. Note that

\[
L(1, \chi_m) = \lim_{N \to \infty} \sum_{n=1}^{Nm} \frac{\chi_m(n)}{n}.
\]
We shall make estimates with the finite sum, then let \( N \to \infty \). Let \( \chi_0 \) denote the trivial imprimitive character mod \( m \) \((\chi_0(n) = 1 \text{ if } (m, n) = 1; 0 \text{ otherwise})\). We have

\[
\sum_{n=1}^{Nm} \left| \sum_{m=1}^{Nm} \frac{\chi_m(n)}{n} \right|^2 = \sum_{\text{all even } \chi} \left| \sum_{n=1}^{Nm} \frac{\chi_m(n)}{n} \right|^2 \leq \left| \sum_{n=1}^{Nm} \frac{\chi_0(n)}{n} \right|^2 \equiv T(N) - T_0(N).
\]

First, we estimate \( T(N) \):

\[
T(N) = \sum_{\chi \text{ even}} \sum_{n=1}^{Nm} \sum_{n'=1}^{Nm} \frac{\chi_m(n)\chi_m(n')}{nn'}
\]

\[
= \frac{\phi(m)}{2} \sum_{n=1}^{Nm} \frac{1}{nn'} + \phi(m) \sum_{j=1}^{N-1} \sum_{n=1}^{Nm} \frac{1}{(n + jm)n} + \phi(m) \sum_{j=1}^{N-1} \sum_{n=jm}^{Nm} \frac{1}{(Nm + jm - n)n}
\]

(the first sum is for \( n = n' \); the second, \( n = n' \), \( n \neq n' \); the third and fourth, \( n = -n' \))

\[
\leq \frac{\phi(m) \pi^2}{2} \frac{\pi^2}{6} + \phi(m) \sum_{j=1}^{N-1} \sum_{n=1}^{Nm} \frac{1}{jm} \left( \frac{1}{n} - \frac{1}{n + jm} \right)
\]

\[
+ \frac{\phi(m)}{2} \sum_{j=1}^{N} \sum_{n=1}^{jm} \frac{1}{jm} \left( \frac{1}{n + jm} - \frac{1}{n} \right)
\]

\[
+ \frac{\phi(m)}{2} \sum_{j=1}^{N-1} \frac{1}{Nm + jm} \sum_{n=jm}^{Nm} \left( \frac{1}{n} + \frac{1}{Nm + jm - n} \right)
\]

\[
\leq \frac{\phi(m) \pi^2}{12} + \frac{\phi(m) \pi^2}{12} + \phi(m) \sum_{j=1}^{N-1} \frac{1}{jm} \left( \sum_{n=1}^{Nm} \frac{1}{n} - \sum_{n=jm+1}^{Nm} \frac{1}{n} \right)
\]

\[
+ \phi(m) \sum_{j=1}^{N} \frac{1}{jm} \sum_{n=1}^{jm} \frac{1}{n} + \phi(m) \sum_{j=1}^{N-1} \frac{1}{Nm + jm} \sum_{n=jm}^{Nm} \frac{1}{n}
\]

(in the second expression, we added some positive terms corresponding to \((N - j)m < n \leq Nm\))

\[
\leq \frac{\phi(m) \pi^2}{12} + 2\phi(m) \sum_{j=1}^{N} \frac{1}{jm} \sum_{n=1}^{jm} \frac{1}{n} + \frac{\phi(m)}{m} \sum_{j=1}^{N-1} \frac{1}{Nm + jm} \sum_{n=jm+1}^{Nm} \frac{1}{n}.
\]
Lemma 11.2. Let $\gamma = 0.577 \ldots$ be the Euler–Mascheroni constant and let $A$ be a positive integer. Then

$$\gamma + \log A \leq \sum_{a=1}^{A} \frac{1}{a} \leq \frac{1}{A} + \gamma + \log A.$$  

PROOF. Since

$$\log\left(\frac{A+1}{A}\right) = \frac{1}{A} - \frac{1}{2A^2} + \frac{1}{3A^3} \ldots$$

has alternating signs and decreasing terms, we have

$$\frac{1}{A} - \frac{1}{2A^2} < \log\left(\frac{A+1}{A}\right) < \frac{1}{A}.$$  

Therefore

$$\frac{1}{A} - \log\left(\frac{A+1}{A}\right) < \frac{1}{A+1} - \frac{1}{A} + \frac{1}{2A^2} \leq 0.$$  

It follows that

$$\sum_{a=1}^{A} \frac{1}{a} - \log A$$

decreases monotonically to $\gamma$. This proves the first inequality. Since

$$\gamma - \sum_{a=1}^{A} \frac{1}{a} + \log A = \sum_{a=A}^{\infty} \left(\frac{1}{a+1} - \log\left(\frac{a+1}{a}\right)\right)$$

$$> \sum_{a=A}^{\infty} \left(\frac{1}{a+1} - \frac{1}{a}\right) = -\frac{1}{A},$$

the second inequality follows. \qed

Lemma 11.3. Let $\pi(m)$ be the number of distinct prime divisors of $m$. Then

$$\sum_{n=1}^{jm} \frac{1}{n} = \left(\gamma + \log(jm) + \sum_{p|m} \frac{\log p}{p} - \frac{1}{p} \right) \prod_{p|m} \left(1 - \frac{1}{p}\right) + \frac{2^{\pi(m)}\theta}{jm},$$

where $-1 \leq \theta \leq 1$.  

\[\]
PROOF. We shall use induction on \( \pi(m) \). By Lemma 11.2, the lemma is true for \( \pi(m) = 0 \). Assume it is true for \( \pi(m) \) and then replace \( m \) by \( mq \), with \( q \) prime, \((q, m) = 1\) (the cases \( mq^2 \), etc., are obtained by varying \( j \)). We have

\[
\sum_{\frac{jmq}{n=1}}^{jmq} \frac{1}{n} = \sum_{\frac{n=1}{(n, m) = 1}}^{jmq} \frac{1}{n} - \frac{1}{q} \sum_{\frac{n=1}{(n, m) = 1}}^{jm} \frac{1}{n}
\]

\[
= \left( \gamma + \log(jmq) + \sum_{p|m} \frac{\log p}{p - 1} \right) \prod_{p|m} \left( 1 - \frac{1}{p} \right) + \frac{2^\pi(m)\theta}{jmq} \quad ,
\]

\[
- \frac{1}{q} \left( \gamma + \log jm + \sum_{p|m} \frac{\log p}{p - 1} \right) \prod_{p|m} \left( 1 - \frac{1}{p} \right) - \frac{2^\pi(m)\theta'}{jmq}
\]

\[
= \left( \gamma + \log(jmq) + \frac{\log q}{q - 1} + \sum_{p|m} \frac{\log p}{p - 1} \right) \left( 1 - \frac{1}{q} \right) \prod_{p|m} \left( 1 - \frac{1}{p} \right)
\]

\[
+ \frac{2^\pi(m)(\theta - \theta')}{jmq}.
\]

Since \(-2 \leq \theta - \theta' \leq 2\), the result follows. \( \square \)

**Lemma 11.4.**

\[
\sum_{j=1}^{N} \frac{\log j}{j} < 0.11 + \frac{1}{2}(\log N)^2 \quad \text{for } N \geq 1,
\]

and

\[
\sum_{j=1}^{N} \frac{\log j}{j} < \frac{1}{2}(\log N)^2 \quad \text{for } N \geq 21.
\]

**Proof.** A calculation shows that

\[
\sum_{j=1}^{21} \frac{\log j}{j} < \frac{1}{2}(\log 21)^2.
\]

Since \((\log x)/x\) is decreasing for \(x > e\),

\[
\sum_{j=22}^{N} \frac{\log j}{j} < \int_{21}^{N} \frac{\log x}{x} \, dx = \frac{1}{2}(\log N)^2 - \frac{1}{2}(\log 21)^2.
\]

The second part of the lemma follows easily. The first part follows from a calculation of the cases \(N < 21\) (the worst case is \(N = 3\)). \( \square \)
We now return to the estimation of $T(N)$. For $N \geq 21$,

\[
T(N) \leq \frac{\phi(m)\pi^2}{12} + \frac{2\phi(m)}{m} \sum_{j=1}^{N} \frac{1}{j} \left( \gamma + \log(jm) + \sum_{p \mid m} \frac{\log p}{p-1} \right) \prod_{p \mid m} \left( 1 - \frac{1}{p} \right) \\
+ \frac{2\phi(m)}{m} \sum_{j=1}^{N} \frac{2^{\pi(m)}}{mj^2} + \frac{\phi(m)}{m} \sum_{j=1}^{N} \frac{-\log(j/N)}{1 + j/N} N + O\left( \frac{1}{N} \right) \\
\leq \frac{\phi(m)\pi^2}{12} + \frac{\phi(m)}{m} (\log N)^2 \prod_{p \mid m} \left( 1 - \frac{1}{p} \right) \\
+ \frac{2\phi(m)}{m} \left( \gamma + \log m + \sum_{p \mid m} \frac{\log p}{p-1} \right) \left( \gamma + \log N + \frac{1}{N} \right) \prod_{p \mid m} \left( 1 - \frac{1}{p} \right) \\
+ \frac{\phi(m)\pi^2}{3m} + \frac{\phi(m)}{m} \int_{0}^{1} \frac{-\log x}{1 + x} \, dx + o(1)
\]

(we use Lemma 11.2 for the third term; use $2^{\pi(m)} \leq m$ and $\sum j^{-2} \leq \pi^2/6$ for the fourth term)

\[
\leq \frac{\phi(m)\pi^2}{12} + \left( (\log N)^2 + 2 \left( \gamma + \log m + \sum_{p \mid m} \frac{\log p}{p-1} \right) \left( \gamma + \log N \right) \right) \\
\times \prod_{p \mid m} \left( 1 - \frac{1}{p} \right)^2 + \frac{\phi(m)\pi^2}{3m} + \frac{\phi(m)\pi^2}{12} + o(1)
\]

(we use $\phi(m) = m \prod_{p} (1 - 1/p)$. Also, the integral is easily seen to equal $1 - \frac{1}{4} + \frac{1}{6} - \cdots = \pi^2/6 - \frac{1}{2}(\pi^2(6))$. This is our estimate for $T(N)$.

We now estimate $T_0(N)$:

\[
T_0(N) = \left( \sum_{n=1}^{Nm} \frac{1}{n} \right)^2
\]

\[
= \left( \left( \gamma + \log N + \log m + \sum_{p \mid m} \frac{\log p}{p-1} \right) \prod_{p \mid m} \left( 1 - \frac{1}{p} \right) + \frac{2^{\pi(m)}\theta}{Nm} \right)^2
\]

\[
= \left( \gamma + \log N + \log m + \sum_{p \mid m} \frac{\log p}{p-1} \right)^2 \prod_{p \mid m} \left( 1 - \frac{1}{p} \right)^2 + o\left( \frac{\log N}{N} \right).
\]

Therefore

\[
T(N) - T_0(N) \leq \frac{\phi(m)\pi^2}{12} + \frac{\phi(m)\pi^2}{3m} \\
+ \left( \gamma^2 - \left( \log m + \sum_{p \mid m} \frac{\log p}{p-1} \right)^2 \right) \prod_{p \mid m} \left( 1 - \frac{1}{p} \right)^2 \\
+ \frac{5\phi(m)\pi^2}{12m} + o(1)
\]

\[
\leq \frac{\phi(m)\pi^2}{12} + \frac{5\pi^2}{12} + o(1)
\]
(it is rather amazing that the coefficients of both \((\log N)^2\) and \(\log N\) disappear. It would have been easy to get rid of just the \((\log N)^2\) term, but that would not suffice. This is why we called this estimate “delicate” at the beginning of this section).

We now obtain

\[
\sum_+ |L(1, \chi_m)|^2 = \lim_{N \to \infty} (T(N) - T_0(N)) \\
\leq \frac{\phi(m)\pi^2}{12} + \frac{5\pi^2}{12} \\
\leq \left(\frac{\phi(m)}{2} - \frac{2}{2}\right)(1.7) \quad \text{if } \phi(m) \geq 220.
\]

By an inequality at the beginning of this section,

\[
\left| \prod_+ L(1, \chi_m) \right| \leq (1.7)^{\phi(m) - 2}/4.
\]

We record this for future reference.

**Lemma 11.5.** If \(\phi(m) \geq 220\) then

\[
\left| \prod_{\substack{\chi \text{ even} \chi \neq 1}} L(1, \chi_m) \right| \leq (1.7)^{\phi(m) - 2}/4. \quad \square
\]

\[\text{§11.2 The Estimate For All Characters}\]

We now need to estimate \(\prod L(s, \chi_m)\) from below, where \(\chi\) runs through all nontrivial characters \(\mod m\). We continue to use imprimitive characters. Surprisingly, we first need an upper bound.

**Lemma 11.6.** If \(\phi(m) \geq 20\) and \(|s - 2| \leq \frac{4}{3}\) then

\[
\left| \prod_{\chi \neq 1} L(s, \chi_m) \right| < \phi(m)^{\phi(m)/2}.
\]

**Proof.** By the arithmetic–geometric mean inequality,

\[
\left| \prod_{\chi \neq 1} L(s, \chi_m)^{2} \right|^{1/(\phi(m) - 1)} \leq \frac{1}{\phi(m) - 1} \sum_{\chi \neq 1} |L(s, \chi_m)|^2.
\]
Let $S(u, \chi_m) = \sum_{1 \leq n < u} \chi_m(n)$ (or $\sum_{m \leq n < u} \chi_m(n)$ if $u > m$ and $\chi \neq 1$). Then, for $\chi \neq 1$,

$$L(s, \chi_m) = \sum_{n=1}^{\infty} \frac{\chi_m(n)}{n^s}$$

$$= \sum_{n=1}^{m-1} \frac{\chi_m(n)}{n^s} + \chi_m(m)(m^{-s} - (m + 1)^{-s})$$

$$+ (\chi_m(m) + \chi_m(m + 1))(m + 1)^{-s} - (m + 2)^{-s}) + \cdots$$

(this is just partial summation)

$$= \sum_{n=1}^{m-1} \frac{\chi_m(n)}{n^s} + s \int_m^{\infty} S(u, \chi_m)u^{-s-1} du.$$

Since $|S(u, \chi_m)| \leq \phi(m)/2$ (but see Lemma 11.8), the integral converges for $\sigma = \text{Re}(s) > 0$, so by analytic continuation the above holds for $\sigma > 0$. Also,

$$|L(s, \chi_m)| \leq \left| \sum_{n=1}^{m-1} \frac{\chi_m(n)}{n^s} \right| + |s| \frac{\phi(m)}{2} \int_m^{\infty} u^{-\sigma-1} du$$

$$\leq \left| \sum_{n=1}^{m-1} \frac{\chi_m(n)}{n^s} \right| + \frac{|s| \phi(m)}{\sigma} m^{-\sigma}.$$

Since $|s - 2| \leq \frac{4}{3}$, we have $\sigma \geq \frac{2}{3}$ and $|s|/\sigma \leq \sqrt{2}$. Therefore

$$|L(s, \chi_m)| \leq \left| \sum_{n=1}^{m-1} \frac{\chi_m(n)}{n^s} \right| + \frac{\phi(m)}{\sqrt{2}} m^{-2/3}.$$

The triangle inequality says that for real $a_1, b_1,$

$$(a_1 + b_1)^2 + (a_2 + b_2)^2 + \cdots)^{1/2} \leq (a_1^2 + a_2^2 + \cdots)^{1/2} + (b_1^2 + b_2^2 + \cdots)^{1/2}.$$

In the present case this yields

$$\left( \sum_{\chi \neq 1} |L(s, \chi_m)|^2 \right)^{1/2} \leq \left( \sum_{\chi \neq 1} \left| \sum_{n=1}^{m-1} \frac{\chi_m(n)}{n^{-s}} \right|^2 \right)^{1/2} + \left( \sum_{\chi \neq 1} \left( \frac{\phi(m)}{\sqrt{2}} m^{-2/3} \right)^2 \right)^{1/2}$$

$$\leq \left( \sum_{\chi \neq 1} \left| \sum_{n=1}^{m-1} \frac{\chi_m(n)}{n^{-s}} \right|^2 \right)^{1/2} + \left( \phi(m) - 1 \right)^{1/2} \frac{\phi(m)}{\sqrt{2}} m^{-2/3}.$$

The first term is the square root of

$$\sum_{\chi \neq 1} \sum_{n=1}^{m-1} \sum_{n'=1}^{m-1} \overline{\chi_m(n)} \chi_m(n') n^{-s} (n')^{-s} = \phi(m) \sum_{n=1}^{m-1} n^{-2\sigma}$$

$(\sum \chi_m(n) \overline{\chi_m(n')} = 0$ if $n \not\equiv n' \mod m$, since we are using imprimitive characters). Since $\sigma \geq \frac{2}{3}$,

$$\sum_{n=1}^{m-1} n^{-2\sigma} \leq \zeta(\frac{4}{3}) \leq 1 + \int_1^{\infty} u^{-4/3} du = 4.$$
Putting everything together, we obtain

\[
\left| \prod_{\chi \neq 1} L(s, \chi_m)^2 \right|^{1/(\phi(m) - 1)} \leq \frac{1}{\phi(m) - 1} \left( (4\phi(m))^{1/2} + (\phi(m) - 1)^{1/2} \frac{\phi(m)}{\sqrt{2}} m^{-2/3} \right)^2 \\
\leq \left( \frac{4\phi(m)}{\phi(m) - 1} \right)^{1/2} + \frac{\phi(m)}{\sqrt{2}} \phi(m)^{-2/3} \right)^2 \\
\leq \phi(m) \quad \text{if } \phi(m) \geq 20.
\]

The lemma follows easily. \qed

The next result uses the upper bound to get a lower bound.

**Lemma 11.7.** Suppose

(a) \( f(s) \) is regular and satisfies \( |f(s)| \leq M \) in the disc \( |s - 2| \leq \frac{4}{3} \),
(b) \( f(s)\zeta(s) = \sum_{n=1}^{\infty} a_n n^{-s} \) for \( \text{Re}(s) > 1 \), with \( a_1 \geq 1 \) and \( a_n \geq 0 \) for \( n \geq 2 \),
(c) \( 26/27 \leq \alpha < 1 \), and
(d) \( f(\alpha) \geq 0 \).

Then

\[ f(1) \geq \frac{1}{4} (1 - \alpha) M^{-4(1-\alpha)}. \]

**Proof.** Let \( F(s) = f(s)\zeta(s) \). Then \( F(2) \geq a_1 \geq 1 \) and

\[ (-1)^j F^j(2) = \sum_{n=1}^{\infty} a_n (\log n)^j n^{-2} \geq 0, \]

so

\[ F(s) = \sum_{j=0}^{\infty} b_j (2 - s)^j \quad (\text{for } |s - 2| < 1) \]

with

\[ b_0 \geq 1 \quad \text{and} \quad b_j \geq 0 \quad \text{for } j \geq 1. \]

Also,

\[ F(s) - \frac{f(1)}{s - 1} = \sum_{j=0}^{\infty} (b_j - f(1))(2 - s)^j \quad \text{for } |s - 2| < 1. \]

Since the left-hand side is regular throughout the whole disc \( |s - 2| \leq \frac{4}{3} \), the right-hand side must converge in this disc (and equal the left-hand side). A short calculation shows that for \( \text{Re}(s) > 1 \),

\[
\frac{1}{s - 1} + 1 - s \int_1^{\infty} \frac{u - \lceil u \rceil}{u^{s+1}} \, du \quad ([u] = \text{greatest integer } \leq u)
= \sum_{m=1}^{\infty} m \left( \frac{1}{m^s} - \frac{1}{(m+1)^s} \right) = (1^{-s} - 2^{-s}) + 2(2^{-s} - 3^{-s}) + \cdots
= \zeta(s).
\]
Since both sides are regular for $\text{Re}(s) > 0$, $s \neq 1$, the equality holds for these $s$. On the circle $|s - 2| = \frac{4}{3}$,

$$|\zeta(s)| \leq \frac{1}{|s - 1|} + 1 + |s| \int_1^\infty \frac{1}{u^{\sigma+1}} \, du$$

$$\leq 3 + 1 + \frac{|s|}{\sigma} \leq 6.$$

Consequently, for $|s - 2| = \frac{4}{3}$ (hence for $|s - 2| \leq \frac{4}{3}$),

$$\left| F(s) - \frac{f(1)}{s - 1} \right| \leq 6M + \frac{f(1)}{|s - 1|} \leq 9M.$$

Therefore

$$|b_j - f(1)| = \left| \frac{(-1)^j}{2\pi i} \int_{|s-2|=4/3} \left( F(s) - \frac{f(1)}{s - 1} \right) \frac{ds}{(s-2)^{j+1}} \right|$$

$$\leq 9M \left( \frac{3}{4} \right)^j.$$

With $\alpha$ as in the statement of the lemma, and for $A > 0$, we obtain

$$F(\alpha) - \frac{f(1)}{\alpha - 1} \geq \sum_{j=0}^A (b_j - f(1))(2 - \alpha)^j - \sum_{j=A+1}^\infty 9M\left( \frac{3}{4} \right)^j(2 - \alpha)^j$$

$$\geq \sum_{j=0}^A (b_j - f(1))(2 - \alpha)^j - 9M \left( \frac{3}{4} \right)^j \frac{(2 - \alpha)^{A+1}}{1 - \frac{3}{4}(2 - \alpha)}$$

$$\geq b_0 - \sum_{j=0}^A f(1)(2 - \alpha)^j - 32M\left( \frac{3}{4} \right)^A$$

(since $b_j \geq 0$)

$$\geq 1 - \frac{f(1)}{\alpha - 1} (1 - (2 - \alpha)^{A+1}) - 32M\left( \frac{3}{4} \right)^A.$$

Since $f(\alpha) \geq 0$ and $\zeta(\alpha) < 0$, $F(\alpha) \leq 0$. Therefore, after some rearranging, we have

$$f(1) \left( \frac{(2 - \alpha)^{A+1}}{1 - \alpha} \right) \geq 1 - 32M\left( \frac{3}{4} \right)^A.$$

Let

$$A = \left\lceil \frac{(\log 64M)}{\log(\frac{3}{4})} \right\rceil + 1$$

(note that $M \geq f(2) = F(2)/\zeta(2) \geq 6/\pi^2$, so $A > 0$). Then

$$f(1) \left( \frac{(2 - \alpha)^{A+1}}{1 - \alpha} \right) \geq \frac{1}{2}. $$
Since $\log(\frac{3}{4}) > \frac{1}{4}$, $A < 1 + 4 \log(64M)$. Therefore

$$(2 - z)^{4-1} \leq (e^{1-z})^{4-1} \leq (64M)^{4(1-z)}.$$

Also,

$$2(2 - z)^2(64)^{4(1-z)} \leq 2\left(\frac{28}{27}\right)^2 64^{4/27} < 4.$$

Putting everything together, we obtain the lemma.

\[ \Box \]

Lemma 11.8 (Polya–Vinogradov). Let $\chi \neq 1$ be primitive with conductor $f$. Let $S(u, \chi) = \sum_{0 \leq n < u} \chi(n)$. Then

$$|S(u, \chi)| < f^{1/2} \log f.$$

(If $\chi \neq 1$ is imprimitive mod $m$, the result holds with $2m^{1/2} \log m$ on the right. See Ellison [1], p. 344.)

Proof. Let $\zeta = e^{2\pi i/f}$ and let $\tau(\chi) = \sum_{c=1}^{f-1} \chi(c)\zeta^c$. By Lemma 4.7,

$$\overline{\chi(n)} \tau(\chi) = \sum_c \chi(c) \zeta^{cn}.$$

We may assume $u$ is a positive integer, so

$$\tau(\chi)S(u, \chi) = \sum_c \chi(c) \sum_{0 \leq n < u} \zeta^{cn}$$

$$= \sum_c \chi(c) \frac{\zeta^{uc} - 1}{\zeta^c - 1}.$$

Note that if $f/2 \in \mathbb{Z}$ then $\chi(f/2) = 0$. Therefore

$$|\tau(\chi)||S(u, \chi)| \leq \sum_{c=1, c \neq f/2}^{f-1} \left| \frac{\zeta^{uc} - 1}{\zeta^c - 1} \right|$$

$$\leq \sum_{c=1, c \neq f/2}^{f-1} \left| \frac{\sin(\pi uc/f)}{\sin(\pi c/f)} \right| \leq 2 \sum_{c=1}^{(f-1)/2} \frac{1}{\sin(\pi c/f)}.$$

But $\sin x \geq 2x/\pi$ for $0 \leq x \leq \pi/2$. Therefore

$$|\tau(\chi)||S(u, \chi)| \leq 2 \sum_{c=1}^{(f-1)/2} \frac{f}{2c} = f \sum_{c=1}^{(f-1)/2} \frac{1}{c}.$$

We claim that

$$\sum_{c=1}^{(f-1)/2} \frac{1}{c} < \log f, \quad \text{for } f \geq 3.$$
It clearly suffices to prove the claim for odd \( f \). The inequality holds for \( f = 3 \). Suppose it is true for \( f = 2n - 1 \). To change to \( f = 2n + 1 \), we add \( 1/n \) to the left and \( \log(2n + 1) - \log(2n - 1) \) to the right. Since

\[
\log(2n + 1) - \log(2n - 1) = \log\left(1 + \frac{1}{2n}\right) - \log\left(1 - \frac{1}{2n}\right)
\]

\[
= 2\left(\frac{1}{2n} + \frac{1}{3} \left(\frac{1}{2n}\right)^3 + \frac{1}{5} \left(\frac{1}{2n}\right)^5 + \cdots\right)
\]

\[
> \frac{1}{n},
\]

the inequality still holds. This proves the claim.

Therefore

\[
|\tau(\chi)| |S(u, \chi)| < f \log f.
\]

By Lemma 4.8, \( |\tau(\chi)| = f^{1/2} \), since \( \chi \) is primitive. This proves the lemma. \( \square \)

**Lemma 11.9.** If \( \chi \) is a primitive nontrivial character of conductor \( f \) and \( 1 \geq \sigma \geq 1 - 1/4f \), then

\[
|L'(\sigma, \chi)| \leq (1.3)(\log f)^2.
\]

**Proof.** As in the proof of Lemma 11.6, we have for \( \sigma = \text{Re}(s) > 0 \),

\[
L(s, \chi) = \sum_{n=1}^{f-1} \chi(n)n^{-s} + s \int_{f}^{\infty} S(u, \chi)u^{-s-1} \, du.
\]

Differentiate:

\[
L'(s, \chi) = -\sum_{n=1}^{f-1} \chi(n)(\log n)n^{-s} + \int_{f}^{\infty} S(u, \chi)u^{-s-1}(1 - s \log u) \, du.
\]

By Lemma 11.8,

\[
|L'(\sigma, \chi)| \leq \sum_{n=1}^{f-1} (\log n)n^{-\sigma} + f^{1/2} \log f \int_{f}^{\infty} u^{-\sigma-1}(\sigma \log u - 1) \, du
\]

(\( \sigma \log u - 1 \geq \sigma \log f - 1 \geq \frac{11}{12} \log 3 - 1 > 0 \)). Therefore

\[
|L'(\sigma, \chi)| \leq f^{1-\sigma} \sum_{n=1}^{f-1} \frac{\log n}{n} + f^{1/2-\sigma}(\log f)^2
\]

\[
\leq f^{1/4f}(0.11 + \frac{1}{2}(\log f)^2 + f^{-1/2}(\log f)^2)
\]

(by Lemma 11.4)

\[
< (1.3)(\log f)^2.
\]

This proves Lemma 11.9. \( \square \)
Lemma 11.10. If $\chi$ is a primitive quadratic character of conductor $f$, then

$$L(\sigma, \chi) \geq 0 \quad \text{for } \sigma \geq 1 - \frac{1}{4f}.$$  

Proof. By the analytic class number formula (see the discussion following Theorem 4.9),

$$L(1, \chi) = \begin{cases} 
\frac{2h \log \varepsilon}{\sqrt{f}}, & \chi \text{ even}, \\
\frac{2\pi h}{w\sqrt{f}}, & \chi \text{ odd},
\end{cases}$$

where $h$ and $\varepsilon$ are the class number and fundamental unit of the corresponding quadratic field; and $w = 2$ if $f \neq 3, 4$; $w = 6$ if $f = 3$; $w = 4$ if $f = 4$.

If $\chi$ is real, $f \geq 5$, so

$$\varepsilon = \frac{a + b\sqrt{f}}{2} \geq \frac{1 + \sqrt{5}}{2}.$$  

Since $h \geq 1$, we obtain, for all $f$,

$$L(1, \chi) \geq (0.96)f^{-1/2}.$$  

If $1 \geq \sigma \geq 1 - 1/4f$,

$$L(\sigma, \chi) \geq L(1, \chi) - (1 - \sigma) \max_{1 \geq \sigma' \geq \sigma} |L'(\sigma', \chi)|$$

$$\geq (0.96)f^{-1/2} - \frac{1}{4f}(1.3)(\log f)^2 > 0.$$  

This completes the proof of Lemma 11.10. $\Box$

Lemma 11.11. If $\chi$ is a quadratic character mod $m$, then

$$L(\sigma, \chi_m) \geq 0 \quad \text{for } \sigma \geq 1 - 1/4m.$$  

Proof.

$$L(\sigma, \chi_m) = L(\sigma, \chi) \prod_{p|m} \left(1 - \frac{\chi(p)}{p^\sigma}\right) \geq 0$$

since $1 - 1/4m \geq 1 - 1/4f$. $\Box$

Lemma 11.12. If $\phi(m) \geq 20$, then

$$\prod_{\chi \neq 1} L(1, \chi_m) \geq \frac{1}{16m\phi(m)^{1/2}}.$$  

Proof. We shall use Lemma 11.7 with $f(s) = \prod_{\chi \neq 1} L(s, \chi_m)$ and $s = 1 - 1/4m$. $M$ is given by Lemma 11.6. Clearly (a) and (c) are satisfied. Since $f(s)\zeta(s)$ is the Dedekind zeta function of $\mathbb{Q}(\zeta_m)$, with the terms removed which have a
factor in common with \( m \), we find that (b) holds. If \( \chi \) is real-valued, hence quadratic, Lemma 11.11 implies that \( L(\alpha, \chi_m) \geq 0 \). If \( \chi \) is complex then
\[
L(\alpha, \chi_m)L(\alpha, \overline{\chi}_m) = |L(\alpha, \chi_m)|^2 \geq 0.
\]
Therefore \( f(\alpha) \geq 0 \), so Lemma 11.7 applies. We obtain
\[
\prod_{\chi \neq 1} L(1, \chi_m) \geq \frac{1}{4} \left( \frac{1}{4m} \right) \phi(m)^{-\phi(m)/2m}.
\]
The lemma follows easily.

\[ \square \]

§11.3 The Estimate for \( h_m^\pm \)

**Lemma 11.13.** If \( \phi(m) \geq 220 \) then
\[
\left| \prod_{\chi \text{ odd}} L(1, \chi_m) \right| \geq \frac{1}{16m\phi(m)^{1/2}} (1.7)^{2 - \phi(m)/4}.
\]

**Proof.** Lemmas 11.5 and 11.12.

The following lets us return to primitive characters. However, the estimate is not good enough to be of use for our purposes.

**Lemma 11.14**
\[
\prod_{\chi \text{ odd}} \prod_{p \mid m} \left( 1 - \frac{\chi(p)}{p} \right)^{-1} \geq e^{-\phi(m)/24}.
\]

**Proof.** Write \( m = m_p m'_p \), where \( m_p \) is a power of \( p \) and \( p \mid m'_p \). Then \( \chi(p) \neq 0 \iff f_x \mid m'_p \). There are at most \( \frac{1}{2} \phi(m'_p) \) such odd characters. Therefore the product is at least
\[
\prod_{p \mid m} \left( 1 + \frac{1}{p} \right)^{-\phi(m'_p)}/2}.
\]
Take the logarithm (the minus sign reverses all the inequalities):
\[
-\frac{1}{2} \sum_{p \mid m} \phi(m'_p) \log \left( 1 + \frac{1}{p} \right) \geq -\frac{1}{2} \sum_{p \mid m} \phi(m'_p) \frac{1}{p} \geq -\frac{\phi(m)}{2} \left( \frac{1}{\phi(4)} + \sum_{p \mid m} \frac{1}{p} (p - 1) \right) \geq -\frac{\phi(m)}{2} \left( \frac{1}{4} + \frac{1}{3} \right) = -\frac{7\phi(m)}{24}.
\]
This completes the proof.

\[ \square \]
Proposition 11.15. If $\phi(m) \geq 220$ then
\[
\log h_m^- \geq \frac{1}{4} \log d_m - (1.37)\phi(m).
\]
where $d_m$ is the absolute value of the discriminant of $\mathbb{Q}(\zeta_m)$.

Proof. From the class number formula (in particular, see the discussion preceding Theorem 4.17),
\[
\log h_m^- = \frac{1}{2} \log \left(\frac{d_m}{d_m^+}\right) + \log \prod_{\chi \text{ odd}} L(1, \chi) + \log w
\]
\[
+ \log Q - \frac{\phi(m)}{2} \log(2\pi),
\]
where $d_m^+$ is the discriminant of $\mathbb{Q}(\zeta_m)^+$, $w = m$ or $2m$, and $Q = 1$ or $2$. By Lemma 4.19,
\[
d_m \geq (d_m^+)^2, \quad \text{so } \frac{d_m}{d_m^+} \geq \sqrt{d_m}.
\]
Using Lemmas 11.13 and 11.14, we obtain
\[
\log h_m^- \geq \frac{1}{4} \log d_m - \log(16m\phi(m)^{1/2}) + \frac{2 - \phi(m)}{4} \log(1.7)
\]
\[
- \frac{7}{24} \phi(m) + \log m - \frac{\phi(m)}{2} \log(2\pi)
\]
\[
\geq \frac{1}{4} \log d_m - (1.37)\phi(m), \quad \text{if } \phi(m) \geq 220.
\]
This proves the proposition. \qed

Since $\log d_m \sim \phi(m) \log m$ (Lemma 4.17), it is clear that we are almost done. Also, note that we find that $\log h_m$ grows at least as fast as predicted by the Brauer–Siegel theorem (see Theorem 3.20). It remains to estimate the discriminant. If $m$ is a prime power, this is easy, but for composite $m$ the estimates are harder. By Proposition 2.7,
\[
\frac{\log d_m}{\phi(m)} = \log m - \sum_{p \mid m} \frac{\log p}{p - 1}.
\]

We can obtain an easy estimate as follows: If $2 \mid m$ then the right-hand side is at least
\[
\log m - \log 2 - \frac{1}{2} \sum_{p \mid (m/2)} \log p \geq \log m - \log 2 - \frac{1}{2} \log \left(\frac{m}{2}\right)
\]
\[
\geq \frac{1}{2} \log \left(\frac{m}{2}\right).
\]
If $m$ is odd, we obtain $\frac{1}{2} \log m$. Therefore
\[
\log h_m^- \geq \left(\frac{1}{8} \log \left(\frac{m}{2}\right) - 1.37\right)\phi(m) > 0 \quad \text{if } m > 116000.
\]
So, in principle (i.e., with unlimited computer time), we are done. However, with a little work we can improve the situation. Of course, we could make some progress by estimating \( d_m \) more carefully. But let’s look back at the proof. The major terms are \( \frac{1}{4} \log(d_m) \), which cannot be changed; \( \frac{1}{2} \phi(m) \log(1.7) \), which comes from Lemma 11.5; \( \frac{7}{24} \phi(m) \), from Lemma 11.14; and \( \frac{1}{2} \phi(m) \log(2\pi) \), which cannot be changed. If \( m \) is a prime power, then the estimate of Lemma 11.14 is very bad, since the left side is 1. Therefore, we bypass Lemma 11.14 and replace Proposition 11.15 with the following.

**Proposition 11.16.** Assume \( \phi(m) \geq 220 \). If \( m \) is a prime power then

\[
\log h_m^- \geq \frac{1}{2}d_m - (1.08)\phi(m).
\]

If \( m \) is arbitrary then

\[
\log h_m^- \geq \frac{1}{2}d_m - (1.08)\phi(m) - \frac{1}{2} \phi(m) \sum_{p \mid m} \frac{1}{\phi(2p^2)}.
\]

**Proof.** In Lemma 11.14, all the factors are 1 if \( m \) is a prime power. If \( m \) is arbitrary, we have, as in the proof of the lemma,

\[
\log \prod_{p \mid m} \prod_{p \mid m} \left(1 - \frac{\chi(p)}{p}\right)^{-1} \geq - \frac{\phi(m)}{2} \left(\frac{1}{\phi(4)} \sum_{p \mid m} \frac{1}{p} + \sum_{p \mid m \text{ prime}} \frac{1}{p - 1}\right)
\]

(omit the term for 2 if \( m \) is odd)

\[
= -\frac{1}{2} \phi(m) \sum_{p \mid m} \frac{1}{\phi(2p^2)}.
\]

Using these estimates in the proof of Proposition 11.15, we obtain the result.

**Corollary 11.17.** If \( \phi(p^a) \geq 220 \), then \( h_{p^n}^- > 1 \).

**Proof.** We have

\[
\frac{\log(d_{p^n})}{\phi(p^a)} = \log(p^a) - \log p \geq \log(p^a) - \log 2
\]

\[
\geq \log(220) - \log(2) \geq 4.7.
\]

Therefore

\[
\log(h_{p^n}) \geq (\frac{1}{4}(4.7) - 1.08)\phi(p^a) > 0.
\]

This proves Corollary 11.17 (in fact, we obtain \( h_{p^n}^- > 10^a \)).

**Corollary 11.18.** \( h_{p^n}^- = 1 \) if and only if \( p^a \) is one of the following: an odd prime \( p \leq 19 \), or 4, 8, 9, 16, 25, 27, 32 (one could also include \( p^a = 1 \)).

**Proof.** We know that \( \phi(p^a) < 220 \). The table in the appendix yields the answer.
Our strategy is now as follows: We know that $h_{p^n} = 1$ for at most those values listed in Corollary 11.18. By Exercise 4.4, or by Lemma 6.15 plus Theorem 10.1, $h_n | h_m$ if $n$ divides $m$. Therefore, if $h_m = 1$, all the prime factors of $m$ are less than or equal to 19. In fact, if $p^a$ divides $m$, then $p^a$ is on the above list. This gives us finitely many possibilities, each of which can be checked individually. We give some of the details:

19. The table in the appendix shows that $h_m > 1$, hence $h_m > 1$, for $m = 4 \times 19$, $3 \times 19$, $5 \times 19$, ..., $13 \times 19$. Corollary 11.18 takes care of $19^2$. However $\phi(17 \times 19) = 288 > 256$, so is not listed in the table. But Proposition 11.16 applies. We have

$$\frac{\log d_m}{\phi(m)} = \log(323) - \frac{\log 17}{16} - \frac{\log 19}{18} \geq 5.4.$$  

Also

$$\frac{1}{2} \sum_{p | m} \frac{1}{\phi(2p^2)} = \frac{1}{2} \left( \frac{1}{16 \times 17} + \frac{1}{18 \times 19} \right) < 0.004.$$  

Therefore

$$\log h_{323} \geq (\frac{1}{2}(5.4) - 1.08 - 0.004)\phi(323) > 0.$$  

Consequently, $h_{19n} > 1$ for $2 \neq n > 1$, so we may henceforth ignore 19.

17. From the table, $h_{17n} > 1$ for $1 < n < 17$ ($n \neq 2$). Corollary 11.17 implies $h_{289} > 1$. Therefore $h_{17n} > 1$ for $n > 1$.

13. From the table, $h_{13n} > 1$ for $1 < n \leq 13$, so $h_{13n} > 1$ for $n > 1$.

11. We obtain $h_{33} = 1$ and $h_{14} = 1$, but $h_{17p} > 1$ for $3 < p \leq 11$. So if $m$ is a multiple of 11, $m = 11 \cdot 2^a \cdot 3^b$. Since $h_{99} > 1$, $h_{32} > 1$, and $h_{88} > 1$, we must have $m = 33$ or 44.

7. We have $h_{28} = 1$, $h_{21} = 1$, and $h_{35} = 1$, so we have only eliminated multiples of 49. Next, consider 56, 84, 140, 63, 105, and 175. Only 84 gives $h^- = 1$. Since $2 \times 84$, $3 \times 84$, and $5 \times 84$ are multiples of numbers already eliminated, we may stop here.

2, 3, 5: These are treated similarly.

We have proved the following.

Proposition 11.19. If $h_m = 1$ then $m$ is one of the numbers given in the statement of Theorem 11.1. All these values have $h_m^- = 1$. □
Remark. We have not yet calculated $h^+_m$, so we have not proved the converse of Proposition 11.19.

Masley proved that $n|m \Rightarrow h^-_n|h^-_m$. Hence he was able to work exclusively with $h^-_m$ in the above and show that Theorem 11.1 lists exactly those $m$ with $h^-_m = 1$.

§11.4 Odlyzko’s Bounds On Discriminants

The results of this section will be used in the next section to compute $h^+_m$. However, as we shall see, they are also useful in other situations.

Let $K$ be a number field of (absolute value of) discriminant $D$ and degree $n = r_1 + 2r_2$. Let

$$\zeta_K(s) = \prod_{\mathfrak{p}} (1 - N\mathfrak{p}^{-s})^{-1} \quad \text{(Dedekind zeta function of } K),$$

$$Z(s) = -\frac{\zeta'_K(s)}{\zeta_K(s)} = -\frac{d}{ds} \log \zeta_K(s),$$

$$Z_1(s) = -\frac{d}{ds} Z(s),$$

$$\psi(s) = \frac{\Gamma'(s)}{\Gamma(s)} \quad (\Gamma = \text{gamma function}).$$

For $\sigma > 1$,

$$Z(\sigma) = \sum_{\mathfrak{p}} \frac{\log N\mathfrak{p}}{N\mathfrak{p}^\sigma - 1} > 0$$

and since $N\mathfrak{p}^\sigma$ increases with $\sigma$,

$$Z_1(\sigma) > 0.$$

The estimates we need will arise from the following.

Theorem 11.20. Let $\alpha = \sqrt{\frac{7 - \sqrt{32}}{17}} = 0.28108 \ldots$. Suppose $\tilde{\sigma}, \sigma > 1$ satisfy

$$\tilde{\sigma} \geq \frac{5 + \sqrt{12\sigma^2 - 5}}{6} \quad \text{and} \quad \tilde{\sigma} \geq 1 + \alpha \sigma.$$

Then

$$\log D \geq r_1 \left( \log \pi - \psi \left( \frac{\sigma}{2} \right) \right) + 2r_2 (\log 2\pi - \psi(\sigma))$$

$$+ (2\sigma - 1) \left\{ \frac{r_1}{4} \psi' \left( \frac{\tilde{\sigma}}{2} \right) + r_2 \psi'(\tilde{\sigma}) \right\} + 2Z(\sigma)$$

$$+ (2\sigma - 1)Z_1(\tilde{\sigma}) \frac{2}{\sigma} - \frac{2}{\sigma - 1} - \frac{2\sigma - 1}{\tilde{\sigma}^2} - \frac{2\sigma - 1}{(\tilde{\sigma} - 1)^2}.$$
We postpone the proof in order to show how to use the theorem. The idea is to fix \( n, r_1, \) and \( r_2, \) and find optimal choices for \( \sigma \) and \( \tilde{\sigma} \). For small \( n \) it is best to take

\[
\tilde{\sigma} = \frac{5 + \sqrt{12\sigma^2 - 5}}{6}.
\]

The best choice for \( \sigma \) will satisfy \( \tilde{\sigma} \geq 1 + \alpha \sigma \) for these cases. Fortunately, Odlyzko has determined in many cases the best value of \( \sigma \). We shall give the results below.

For any \( \sigma, \tilde{\sigma} \) we obtain an estimate of the form

\[
\log(D^{1/n}) \geq \frac{r_1}{n} A + \frac{2r_2}{n} B - \frac{C}{n}
\]

with \( A, B, C \geq 0 \). Therefore, estimates for \( D^{1/n} \) for \( K \) of a given degree \( n \) are also valid for fields of higher degree, provided the ratios \( r_1/n \) and \( r_2/n \) are held constant (e.g., \( K \) is totally real, or totally complex). We also have, for any \( \sigma > 1 \) and for any admissible \( \tilde{\sigma} \),

\[
\log(D^{1/n}) \geq \frac{r_1}{n} A + \frac{2r_2}{n} B + O\left(\frac{1}{n}\right)
\]

where

\[
A = \log \pi - \psi\left(\frac{\sigma}{2}\right) + \frac{2\sigma - 1}{4} \psi'\left(\frac{\tilde{\sigma}}{2}\right)
\]

\[
B = \log 2\pi - \psi(\sigma) + (2\sigma - 1)^2 \psi'(\tilde{\sigma}).
\]

We may let \( \sigma \) be arbitrarily close to 1 and let \( \tilde{\sigma} = 1 + \alpha \) (this satisfies the other inequality). We find

\[
D^{1/n} \geq (50.66)^{r_1/n}(19.96)^{2r_2/n}\left(1 + O\left(\frac{1}{n}\right)\right).
\]

We give an application. Let \( H_0 = \mathbb{Q}(\sqrt{d}) \) be a real quadratic field. Let \( H_1 \) be the Hilbert class field of \( \mathbb{Q}(\sqrt{d}) \) and inductively let \( H_i+1 \) be the Hilbert class field of \( H_i \). Does this class field tower stop (i.e., \( H_i = H_i+1 = \cdots \) for some \( i \))? Equivalently, can \( \mathbb{Q}(\sqrt{d}) \) be embedded in a field of class number 1? (Exercise 11.4). Golod and Shafarevich have shown that for \( d = 3 \times 4 \times 7 \times 11 \times 13 \times 19 \times 23 \), the tower does not stop.

Suppose that \( d \) is the discriminant (not \( 1/4 \) disc.) of \( \mathbb{Q}(\sqrt{d}) \) and \( d < 2500 \). Since \( H_i/\mathbb{Q}(\sqrt{d}) \) is unramified,

\[
D_i = d^{[H_i : \mathbb{Q}(\sqrt{d})]}
\]

(see Lemma 11.22). Therefore, if \( n_i = [H_i : \mathbb{Q}] \),

\[
D_i^{1/n_i} = d^{1/2} < 50.
\]
If $n_i \to \infty$ then

$$\lim \inf D_i^{1/n_i} \geq 50.66,$$

contradiction. So the class field tower stops.

It can be shown that

$$\frac{1}{n} \log D \geq \gamma + \log(4\pi) + 1 - 8.317302n^{-2/3} \quad (K \text{ totally real}),$$

$$\frac{1}{n} \log D \geq \gamma + \log(4\pi) - 6.860404n^{-2/3} \quad (K \text{ totally complex}).$$

(See Poitou[1]; also see Poitou[2]). These yield

$$D^{1/n} \geq 60.83 - o(1) \quad (K \text{ totally real}),$$

$$D^{1/n} \geq 22.38 - o(1) \quad (K \text{ totally complex}).$$

Even better estimates are available if one assumes the generalized Riemann Hypothesis.

We now give the table we promised. Keep in mind that an estimate for a given $n$ works for a larger $n$; so for $n = 18$, for example, use the estimate for $n = 15$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\sigma$</th>
<th>$D_i^{1/n}$</th>
<th>$\sigma$</th>
<th>$D_i^{1/n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.84</td>
<td>10.00</td>
<td>2.26</td>
<td>5.53</td>
</tr>
<tr>
<td>15</td>
<td>1.57</td>
<td>13.58</td>
<td>1.85</td>
<td>7.06</td>
</tr>
<tr>
<td>20</td>
<td>1.44</td>
<td>16.40</td>
<td>1.66</td>
<td>8.11</td>
</tr>
<tr>
<td>30</td>
<td>1.32</td>
<td>20.57</td>
<td>1.46</td>
<td>9.68</td>
</tr>
<tr>
<td>40</td>
<td>1.26</td>
<td>23.55</td>
<td>1.37</td>
<td>10.77</td>
</tr>
<tr>
<td>60</td>
<td>1.19</td>
<td>27.61</td>
<td>1.27</td>
<td>12.23</td>
</tr>
<tr>
<td>100</td>
<td>1.14</td>
<td>32.25</td>
<td>1.19</td>
<td>13.86</td>
</tr>
<tr>
<td>120</td>
<td>1.12</td>
<td>33.75</td>
<td>1.165</td>
<td>14.38</td>
</tr>
<tr>
<td>180</td>
<td>1.095</td>
<td>36.76</td>
<td>1.13</td>
<td>15.40</td>
</tr>
<tr>
<td>240</td>
<td>1.08</td>
<td>38.62</td>
<td>1.11</td>
<td>16.03</td>
</tr>
</tbody>
</table>

This table is copied from Odlyzko [1]. For a more comprehensive table, see Odlyzko [4] and Diaz y Diaz [1].

To show how the various terms contribute to the estimates, we give the calculation of the lower bound for $n = 10$ and $K$ totally real. It is hard to estimate $Z(\sigma)$ and $Z_1(\sigma)$; but recall that they are positive, hence may be ignored. We have $\sigma = 1.84$ and $\tilde{\sigma} = 1.828 \ldots$. Writing the terms in the same
order as in Theorem 11.20 (leaving out terms with \( r_2 = 0 \), and leaving out \( Z \) and \( Z_1 \)), we have

\[
\log D \geq 10(1.14 - (-0.72)) \\
+ (2.68)(10^4 \cdot 1.88) \\
- 1.09 - 2.38 - 0.80 - 3.91
\]

\[
= 23.02.
\]

Therefore

\[
D^{1/10} \geq e^{2.302} = 9.99
\]

(we lost a little to rounding errors). As one can see, most of the terms make significant contributions to the final answer.

**Proof of Theorem 11.20.** Let

\[
g(s) = \left(\frac{D}{\pi^{r_1}(2\pi)^{2r_2}}\right)^{s/2} \Gamma\left(\frac{s}{2}\right)^{r_1} \Gamma(s)^{r_2} \zeta_K(s)s(1 - s).
\]

Then \( g(s) \) is an entire function of order 1 (see Lang [1], p. 332) and satisfies

\[
g(s) = g(1 - s)
\]

(see the discussion preceding Corollary 4.6). By the Hadamard Product Theorem (see, for example, Lang [7], p. 253), there exist constants \( A \) and \( B \) such that

\[
g(s) = e^{A + Bs} \prod_{\rho, 1 - \rho} \left(1 - \frac{s}{\rho}\right) \left(1 - \frac{s}{1 - \rho}\right) e^{s/\rho},
\]

where \( \rho \) runs through the zeros of \( g(s) \) (= zeros of \( \zeta_K(s) \) with \( 0 < \text{Re}(s) < 1 \)) counted with multiplicity. If \( g(\rho) = 0 \) then \( g(1 - \rho) = 0 \) (if \( g(\frac{1}{2}) = 0 \) then it has even multiplicity), so we pair \( \rho \) and \( 1 - \rho \) to obtain

\[
g(s) = e^{A + Bs} \prod_{\rho, 1 - \rho} \left(1 - \frac{s}{\rho}\right) \left(1 - \frac{s}{1 - \rho}\right) e^{s/\rho(1 - \rho)}
\]

\[
= \exp\left(A + Bs + s \sum_{\rho, 1 - \rho} \frac{1}{\rho(1 - \rho)}\right) \prod_{\rho, 1 - \rho} \left(1 - \frac{s}{\rho}\right) \left(1 - \frac{s}{1 - \rho}\right)
\]

(since \( g(s) \) is of order 1, \( \sum 1/\rho(1 - \rho) \) converges; therefore the product converges also; hence the rearrangement is easily justified). Since, for any \( \rho \) and \( s \),

\[
\left(1 - \frac{s}{\rho}\right)\left(1 - \frac{s}{1 - \rho}\right) = \left(1 - \frac{1 - s}{\rho}\right)\left(1 - \frac{1 - s}{1 - \rho}\right),
\]

we have

\[
1 = \frac{g(s)}{g(1 - s)} = \exp\left(B(2s - 1) + (2s - 1) \sum \frac{1}{\rho(1 - \rho)}\right).
\]
Therefore \( B = -\sum \frac{1}{\rho(1 - \rho)} \), hence

\[
g(s) = e^{A} \prod_{\rho, 1 - \rho} \left( 1 - \frac{s}{\rho} \right) \left( 1 - \frac{s}{1 - \rho} \right).
\]

Recalling the definition of \( g(s) \) and taking the logarithmic derivative, we obtain

\[
\frac{1}{2} \log D - \frac{1}{2} r_1 \log \pi - r_2 \log 2\pi + \frac{r_1}{2} \psi \left( \frac{s}{2} \right) + r_2 \psi(s) - Z(s) + \frac{1}{s} + \frac{1}{s - 1}
\]

\[
= \sum_{\rho, 1 - \rho} \left( \frac{1}{s - \rho} + \frac{1}{s - 1 + \rho} \right).
\]

This may be rearranged to yield

\[
\log D = r_1 \left( \log \pi - \psi \left( \frac{s}{2} \right) \right) + 2r_2 (\log 2\pi - \psi(s))
\]

\[
+ 2Z(s) - \frac{2}{s} - \frac{2}{s - 1} + 2 \sum_{\rho, 1 - \rho} \left( \frac{1}{s - \rho} + \frac{1}{s - 1 + \rho} \right).
\]

This is valid for all \( s \) (except \( s = \rho, 1 - \rho, 0, 1 \)).

Differentiate with respect to \( s \) and let \( s = \tilde{\sigma} \) to obtain

\[
\frac{r_1}{2} \psi' \left( \frac{\tilde{\sigma}}{2} \right) + 2r_2 \psi'(\tilde{\sigma}) + 2Z_1(\tilde{\sigma}) - \frac{2}{\tilde{\sigma}^2} - \frac{2}{(\tilde{\sigma} - 1)^2}
\]

\[
- 2 \sum_{\rho, 1 - \rho} \left( \frac{-1}{(\tilde{\sigma} - \rho)^2} + \frac{-1}{(\tilde{\sigma} - 1 + \rho)^2} \right) = 0.
\]

Multiply by \((2\sigma - 1)/2\) and add the result to the previous equation, with \( s = \sigma \):

\[
\log D = r_1 \left( \log \pi - \psi \left( \frac{\sigma}{2} \right) \right) + 2r_2 (\log 2\pi - \psi(\sigma))
\]

\[
+ (2\sigma - 1) \left\{ \frac{r_1}{4} \psi' \left( \frac{\sigma}{2} \right) + r_2 \psi'(\tilde{\sigma}) \right\}
\]

\[
+ 2Z(\sigma) + (2\sigma - 1)Z_1(\tilde{\sigma}) - \frac{2}{\sigma} - \frac{2}{\sigma - 1}
\]

\[
- \frac{2\sigma - 1}{\tilde{\sigma}^2} - \frac{2\sigma - 1}{(\tilde{\sigma} - 1)^2} + 2 \sum_{\rho, 1 - \rho} \left( \frac{1}{\sigma - \rho} + \frac{1}{\sigma - 1 + \rho} \right)
\]

\[
- (2\sigma - 1) \sum_{\rho, 1 - \rho} \left( \frac{-1}{(\tilde{\sigma} - \rho)^2} + \frac{-1}{(\tilde{\sigma} - 1 + \rho)^2} \right).
\]
It therefore remains to show that
\[ \sum \left( \frac{1}{\sigma - \rho} + \frac{1}{\sigma - 1 + \rho} \right) \geq \left( \sigma - \frac{1}{2} \right) \sum \left( \frac{-1}{(\tilde{\sigma} - \rho)^2} + \frac{-1}{(\tilde{\sigma} - 1 + \rho)^2} \right). \]
Since \( g(\rho) = 0 \iff g(\tilde{\rho}) = 0 \), we may pair the terms for \( \rho \) and \( \tilde{\rho} \), which amounts to taking the real part of each side of the above inequality. Let \( \rho = x + iy \). It suffices to prove the following.

**Lemma 11.21.** Let \( \alpha = \sqrt{\frac{7 - \sqrt{32}}{17}} \). Suppose \( \tilde{\sigma}, \sigma > 1 \) satisfy
\[ \tilde{\sigma} \geq \frac{5 + \sqrt{12\sigma^2 - 5}}{6} \quad \text{and} \quad \tilde{\sigma} \geq 1 + x\sigma. \]

If \( 0 \leq x \leq 1 \) and \( y \) is real, then
\[ \frac{\sigma - x}{(\sigma - x)^2 + y^2} + \frac{\sigma - 1 + x}{(\sigma - 1 + x)^2 + y^2} \geq \left( \sigma - \frac{1}{2} \right) \left\{ \frac{y^2 - (\tilde{\sigma} - x)^2}{(y^2 + (\tilde{\sigma} - x)^2)^2} + \frac{y^2 - (\tilde{\sigma} - 1 + x)^2}{(y^2 + (\tilde{\sigma} - 1 + x)^2)^2} \right\}. \]

**Proof.** Both sides are invariant under \( x \mapsto 1 - x \) and under \( y \mapsto -y \), so it suffices to prove the inequality for \( \frac{1}{2} \leq x \leq 1 \) and \( y \geq 0 \). A lower bound for the left-hand side is
\[ \frac{\sigma - x}{(\sigma - 1 + x)^2 + y^2} + \frac{\sigma - 1 + x}{(\sigma - 1 + x)^2 + y^2} = \frac{2(\sigma - \frac{1}{2})}{(\sigma - 1 + x)^2 + y^2}. \]
Therefore, it suffices to show
\[ \frac{2}{(\sigma - 1 + x)^2 + y^2} \geq \frac{y^2 - (\tilde{\sigma} - x)^2}{(y^2 + (\tilde{\sigma} - x)^2)^2} + \frac{y^2 - (\tilde{\sigma} - 1 + x)^2}{(y^2 + (\tilde{\sigma} - 1 + x)^2)^2} \quad (*) \]
for \( \frac{1}{2} \leq x \leq 1 \) and \( y \geq 0 \).

**Case I.** \( y \leq \tilde{\sigma} - x \) \((\leq \tilde{\sigma} - 1 + x)\).
In this case the right-hand side of \((*)\) is negative, so the inequality is trivial.

**Case II.** \( \tilde{\sigma} - x < y < \tilde{\sigma} - 1 + x \).
The second term on the right-hand side is negative, so we ignore it. Let
\[ A = (\sigma - 1 + x)^2 - 5(\tilde{\sigma} - x)^2, \]
\[ B = \frac{1}{4}(17(\tilde{\sigma} - x)^4 - 14(\tilde{\sigma} - x)^2(\sigma - 1 + x)^2 + (\sigma - 1 + x)^4) \]
\[ = \frac{17}{4}(\sigma - 1 + x)^4 \left\{ \frac{(\tilde{\sigma} - x)^2}{(\sigma - 1 + x)^2 - x^2} \right\} \left\{ \frac{(\tilde{\sigma} - x)^2}{(\sigma - 1 + x)^2} - \frac{1}{17x^2} \right\}, \]
\[ C = (y^2 - \frac{1}{2}A)^2 - B \]
\[ = y^4 - Ay^2 + (\tilde{\sigma} - x)^2(\sigma - 1 + x)^2 + 2(\tilde{\sigma} - x)^4. \]
A calculation shows that
\[
\frac{2}{(\sigma - 1 + x)^2 + y^2} - \frac{y^2 - (\tilde{\sigma} - x)^2}{(y^2 + (\tilde{\sigma} - x)^2)^2} = \frac{C}{((\sigma - 1 + x)^2 + y^2)(y^2 + (\tilde{\sigma} - x)^2)^2}.
\]

We must show \( C \geq 0 \). If \( A \leq 0 \), the second expression for \( C \) yields \( C \geq 0 \).

Suppose now that \( A > 0 \), which means that
\[ (\tilde{\sigma} - x)^2 < \frac{1}{3}(\sigma - 1 + x)^2. \]

Since \( 17x^2 < 5 \),
\[ (\tilde{\sigma} - x)^2 < \frac{1}{17x^2}(\sigma - 1 + x)^2. \]

Since \( \tilde{\sigma} \geq 1 + x \sigma \) by assumption,
\[ \tilde{\sigma} - x \geq \alpha \sigma + 1 - x \geq \alpha \sigma - \alpha(1 - x) > 0, \]
hence
\[ (\tilde{\sigma} - x)^2 \geq \alpha^2(\sigma - 1 + x)^2. \]

The second expression for \( B \) yields \( B \leq 0 \). The first formula for \( C \) shows that \( C \geq 0 \), as desired.

**Case III.** \( \tilde{\sigma} - 1 + x \leq y \).

The right-hand side of (\( \ast \)) is bounded above by
\[ \frac{2y^2 - (\tilde{\sigma} - x)^2 - (\tilde{\sigma} - 1 + x)^2}{(y^2 + (\tilde{\sigma} - x)^2)^2}. \]

A short calculation yields
\[
\frac{2}{(\sigma - 1 + x)^2 + y^2} - \frac{2y^2 - (\tilde{\sigma} - x)^2 - (\tilde{\sigma} - 1 + x)^2}{(y^2 + (\tilde{\sigma} - x)^2)^2} \geq \frac{y^2(5(\tilde{\sigma} - x)^2 + (\tilde{\sigma} - 1 + x)^2 - 2(\sigma - 1 + x)^2)}{((\sigma - 1 + x)^2 + y^2)(y^2 + (\tilde{\sigma} - x)^2)^2}.
\]

We must show the numerator is nonnegative. Let
\[ f(x) = 5(\tilde{\sigma} - x)^2 + (\tilde{\sigma} - 1 + x)^2 - 2(\sigma - 1 + x)^2. \]

Then
\[ f'(x) = 8(x - \tilde{\sigma}) + (2 - 4\sigma) < 0, \]
for \( x \leq 1 \). Therefore
\[ f(x) \geq f(1) = 5(\tilde{\sigma} - 1)^2 + \tilde{\sigma}^2 - 2\sigma^2 \geq 0, \]
since $\tilde{\sigma} \geq (5 + \sqrt{12\sigma^2 - 5})/6$. This completes the proof of Case III, hence of Lemma 11.21.

The proof of Theorem 11.20 is now complete.

§11.5 Calculation of $h_m^+$

The estimates given in the table of the previous section may be used to calculate $h_m^+$ for small $m$, in particular for those $m$ listed in Theorem 11.1. The main tools we need are the following two lemmas.

Lemma 11.22. If $L/K$ is an extension of degree $n$ in which no finite primes ramify, then

$$D_L = D_K^\ast,$$

where $D_L$ and $D_K$ are the absolute values of the discriminants of $L$ and $K$, respectively.

Proof. A well-known formula (see Lang [1], pp. 60, 66) states that

$$D_L = D_K^\ast N \mathfrak{D}_{L/K},$$

where $N \mathfrak{D}_{L/K}$ is the norm of the relative different. Since no primes ramify, $\mathfrak{D}_{L/K} = (1)$. The result follows.

Lemma 11.23. Let $B(n)$ be the lower bound for $D^{1/n}$ for totally real fields of degree $\geq n$ (as given in the table of the previous section). Let $d_m^+$ and $h_m^+$ be the discriminant and class number of $\mathbb{Q}(\zeta_m)^+$. If

$$(d_m^+)^{2/\phi(m)} < B \left( \frac{h \phi(m)}{2} \right)$$

then

$$h_m^+ < h.$$

Proof. Let $H$ be the Hilbert class field of $\mathbb{Q}(\zeta_m)^+$, so $H/\mathbb{Q}(\zeta_m)^+$ is an unramified extension of degree $h_m^+$, and

$$n_H = [H : \mathbb{Q}] = \frac{1}{2} \phi(m) h_m^+.$$

By Lemma 11.22,

$$D_H^{1/n_H} = (d_m^+)^{2/\phi(m)} < B \left( \frac{h \phi(m)}{2} \right).$$

Therefore

$$\frac{1}{2} \phi(m) h_m^+ = n_H < \frac{h \phi(m)}{2}.$$

The lemma follows.
Since \(2|\hbar^+_m \Rightarrow 2|h^-_m\) by Theorem 10.2, \(h^+_m\) must be odd whenever \(h^-_m = 1\). Consequently, we only need to show \(h^+_m < 3\). This may be done via Lemma 11.23. The value of \(d^+_m\) may be calculated by Lemma 4.18 and Proposition 2.7, or by the conductor–discriminant formula. We give a few examples:

\(m = 3, 4\). \(\mathbb{Q}(\zeta_m)^+ = \mathbb{Q}\), so \(h^+_m = 1\).

\(m = 5, 8, 12\). \(\mathbb{Q}(\zeta_m)^+ = \mathbb{Q}(\sqrt{m})\), so these class numbers may be calculated directly (via the analytic class number formula).

\(m = 7, 9\). \([\mathbb{Q}(\zeta_m)^+: \mathbb{Q}] = 3\) and only one prime ramifies, so \(3 \not| h^+_m\) by Theorem 10.4. Since \(h^+_m\) is odd, \(h^+_m = 1\) or \(h^+_m \geq 5\). The discriminants are \(7^2\) and \(9^2\). Both satisfy
\[
(d^+_m)^{1/3} < 10 = B(10) = B((\frac{10}{3})3).
\]
By Lemma 11.23, \(h^+_m < \frac{10}{3}\), hence \(h^+_m = 1\).

\(m = 15, 16, 20, 24\). These all have degree 4. The discriminants are \(3^2 \cdot 5^3, 2^{11} \cdot 2^4 \cdot 5^3, 2^8 \cdot 3^2\), respectively. The largest of these is \(d^+_m = 2^8 \cdot 3^2\). Therefore
\[
(d^+_m)^{1/4} \leq (2^8 \cdot 3^2)^{1/4} = 4\sqrt{3} < B(10) = B(\frac{5}{3} \cdot 4),
\]
so \(h^+_m < \frac{3}{2}\). Therefore \(h^+_m = 1\).

\(m = 35, 45, 84\). These all have degree 12. The discriminants are \(5^9 \cdot 7^{10}, 3^{18} \cdot 5^9, 2^{12} \cdot 3^6 \cdot 7^{10}\), respectively. The largest of these is \(2^{12} \cdot 3^6 \cdot 7^{10}\). As before,
\[
(d^+_m)^{1/2} \leq (2^{12} \cdot 3^6 \cdot 7^{10})^{1/12} = 2\sqrt[12]{3} \cdot 7^{5/6} < 18 < B(30) = B(\frac{5}{2} \cdot 12).
\]
Therefore \(h^+_m < 5/2\), so \(h^+_m = 1\).

The other values of \(m\) are treated similarly. So all the values of \(m\) listed in Theorem 11.1 have \(h^+_m = 1\). Since all of these have \(h^-_m = 1\), and since Proposition 11.19 says that these are the only possibilities for \(h_m = 1\), the proof of Theorem 11.1 is complete.

\[\square\]

**Remark.** It is not always true that if \(h^- = 1\) for a CM-field, then \(h^+ = 1\). See Exercise 11.6.

**NOTES**

The papers of Masley contain several discussions of the results in this chapter.

The estimation of \(h^-_m\) follows the method used in Masley [1]. For other methods, see Masley–Montgomery [1], Uchida [1], and Hoffstein [1]. The last paper applies to many CM-fields and does not rely on the factorization of the zeta function into \(L\)-series.
For analytic estimates of $h_p^-$ and $h_p^+$, see Ankeny–Chowla [1], Lepistö [1], and Metsänkylä [4]. For a simple but accurate upper bound, see Carlitz [2].

For the calculation of $h_m^+$, see van der Linden [1] and the papers of Masley. For examples of $h_m^+ > 1$, see Ankeny–Chowla–Hasse [1], S.-D. Lang [1], Cornell–Washington [1], and Takeuchi [1].

For Euclidean cyclotomic fields, see Masley [3], Ojala [1], and several papers of Lenstra.

For more on Odlyzko’s results, see his papers, plus Martinet [1], [2], Diaz y Diaz [1], and Poitou [1], [2].

**EXERCISES**

11.1. Use the Minkowski bound (Exercise 2.5) to show that

$$D^{1/n} \geq (e^2)^{n/n} \left( \frac{e^2 \pi}{4} \right)^{2n/n} (1 + o(1)).$$

This is much weaker than Theorem 11.20.

11.2. Show that none of the fields $\mathbb{Q}(\sqrt{-1}), \mathbb{Q}(\sqrt{-2}), \mathbb{Q}(\sqrt{-3}), \mathbb{Q}(\sqrt{-7}), \mathbb{Q}(\sqrt{-11}), \mathbb{Q}(\sqrt{-19}), \mathbb{Q}(\sqrt{-43}), \mathbb{Q}(\sqrt{-67}), \mathbb{Q}(\sqrt{-163})$ has any nontrivial unramified extension. These are precisely the imaginary quadratic fields with class number 1, so we know that there are no such abelian extensions. The problem is therefore the other (not necessarily Galois) extensions.

11.3. (a) Show that if $2|h_{29}^+$ then $8|h_{29}^+$ (see the example following Theorem 10.8).

(b) Show that $h_{29}^+ = 1$ (hence the class group of $\mathbb{Q}^*(29)$ is $(\mathbb{Z}/2\mathbb{Z})^3$ by the example of Chapter 10).

11.4. Let $K = H_0$ and let $H_{i+1}$ be the Hilbert class field of $H_i$. Show that the class field tower stops ($H_i = H_{i+1} = \cdots$ for some $i$) $\iff K$ is contained in a field of class number 1.

11.5. Let $n$ divide $m$, so $\mathbb{Q}^*(n) \subseteq \mathbb{Q}^*(m)$. Let $p$ be odd and let $A_n$ and $A_m$ be the $p$-Sylow subgroups of the ideal class groups. Show that the norm maps $A_n^n$ onto $A_m^m$. Conclude that $h_m^-$ divides $h_m^+$, except for possibly a power of 2 (Masley has shown that $h_m^-$ divides $h_m^+$).

11.6. Let $K = \mathbb{Q}(\sqrt{-1}, \sqrt{10})$.

(a) Show that $K \subseteq \mathbb{Q}(\zeta_8, \sqrt{5}) \subset \mathbb{Q}(\zeta_{40})$.

(b) Show that $\mathbb{Q}(\zeta_{40})/\mathbb{Q}(\zeta_8, \sqrt{5})$ is totally ramified at the primes above 5.

(c) Use Theorem 11.1 to show that $\mathbb{Q}(\zeta_8, \sqrt{5})$ has class number 1.

(d) Show that $K$ has class number at most 2. In fact, use Theorem 3.5 to show that the extension $\mathbb{Q}(\zeta_8, \sqrt{5})/K$ is unramified, so the class number is 2 and $\mathbb{Q}(\zeta_8, \sqrt{5})$ is the Hilbert class field.

(e) Show $K^+ = \mathbb{Q}(\sqrt{10})$, which has class number 2.

(f) Conclude that $h^- = 1$ but $h^+ = 2$ for $K$. 
Chapter 12

Measures and Distributions

The concept of a distribution, as given in this chapter, is one that occurs repeatedly in mathematics, especially in the theory of cyclotomic fields. As we shall see, many ideas from Chapters 4, 5, 7, and 8 fit into this general framework. The related concept of a measure yields a $p$-adic integration theory which allows us to interpret the $p$-adic $L$-function as a Mellin transform, as in the classical case.

Many of the extensions of the cyclotomic theory have used measures and distributions; see for example the work of Kubert and Lang on modular curves. For an approach to cyclotomic fields that is much more measure-theoretic than the present exposition, the reader should consult Lang [4] and [5].

In this chapter, we first introduce distributions and give some examples. We then define measures and give a $p$-adic integration theory, including the $\Gamma$-transform and Mellin transform. We also give the relations between the present theory and the power series of Chapter 7. Finally we determine the ranks of some universal distributions, and consequently obtain a proof of Bass’ theorem on generators and relations for cyclotomic units (Theorem 8.9). The second and third sections of this chapter are independent and may be read in either order.

§12.1 Distributions

Let $I$ be a partially ordered set. For technical reasons we assume that for each $i, j \in I$, there is a $k \in I$ such that $k \geq i, k \geq j$. Such sets $I$ are called “directed.” Let

$$\{X_i| i \in I\}$$
be a collection of finite sets. If \( i \geq j \) we assume there is a surjective map

\[
\pi_{ij}: X_i \to X_j,
\]
such that \( \pi_{ij} \circ \pi_{jk} = \pi_{ik} \) whenever \( i \geq j \geq k \). Suppose that for each \( i \) we have a function \( \phi_i \) on \( X_i \), with values in some fixed abelian group, such that if \( i \geq j \),

\[
\phi_j(x) = \sum_{\pi_{ij}(y) = x} \phi_i(y).
\]
The collection of maps \( \{ \phi_i \} \) is called a distribution.

**Examples.** (1) Let \( I \) be the positive integers with the usual ordering and let \( X_i = \mathbb{Z}/p^i \mathbb{Z} \), with \( \pi_{ij} \) the obvious map. Fix \( a \in \mathbb{Z}_p \). Let

\[
\phi_i(y) = \begin{cases} 
1, & \text{if } y \equiv a \ mod \ p^i, \\
0, & \text{otherwise}.
\end{cases}
\]

Then \( \{ \phi_i \} \) forms a distribution, called the delta distribution.

(2) Let \( I \) be the positive integers ordered by divisibility: \( i \geq j \) if \( j \mid i \). Let

\[
X_i = \mathbb{Z}/i\mathbb{Z}
\]
and

\[
\pi_{ij}: \mathbb{Z}/i\mathbb{Z} \to \mathbb{Z}/j\mathbb{Z}
\]

\( y \ mod \ i \mapsto y \ mod \ j \).

Let

\[
\zeta_i(a, s) = \sum_{\substack{n \equiv a \ mod \ i \\ n > 0}} n^{-s}
\]
be the partial zeta function, as in Chapter 4. Then \( \{ \phi_i \} \), where \( \phi_i(a) = \zeta_i(a, s) \) is a distribution (with values in the additive group of meromorphic functions on \( \mathbb{C} \)).

(3) Let \( I \) be the positive integers ordered as in Example 2. Let

\[
X_i = \frac{1}{i} \mathbb{Z}/\mathbb{Z}
\]
and let \( \pi_{ij} \) be multiplication by \( i/j \). For \( k > 0 \), let \( B_k(X) \) be the \( k \)th Bernoulli polynomial, as defined in Chapter 4. Let

\[
\phi_i\left(\frac{a}{i}\right) = i^{k-1} B_k\left(\frac{a}{i}\right)
\]
where \{\} denotes the fractional part. To get an odd distribution for odd \(k\), it is convenient to let
\[
\phi_i\left(\frac{0}{i}\right) = 0 \quad \text{if } k = 1.
\]

Then \(\{\phi_i\}\) forms a distribution, called the \(k\)th Bernoulli distribution. This follows from properties of Bernoulli polynomials. Even better, we know that
\[
\zeta_i(a, 1 - k) = -\frac{k^{k-1}}{k} B_k\left(\left\{\frac{a}{i}\right\}\right),
\]
so the distribution relation follows from that of Example 2.

One easily sees that the sets \(X_i\) and maps \(\pi_{ij}\) of Examples 2 and 3 are essentially equivalent: We have a commutative diagram
\[
\begin{array}{ccc}
\frac{1}{i} \mathbb{Z}/\mathbb{Z} & \xrightarrow{i/j} & \frac{1}{j} \mathbb{Z}/\mathbb{Z} \\
\downarrow & & \downarrow \\
\mathbb{Z}/i\mathbb{Z} & \rightarrow & \mathbb{Z}/j\mathbb{Z}.
\end{array}
\]

(4) Let \(I\) and \(X_i\) be as in Example 3. Let \(\zeta_i\) be a primitive \(i\)th root of 1; we assume \((\zeta_i)^{i/j} = \zeta_j\) (for example, with terrible notation, \(\zeta_i = e^{2\pi i/i}\)). Let
\[
\phi_i\left(\frac{a}{i}\right) = \zeta_i^a - 1.
\]

Since
\[
\prod_{b=0}^{(i/j)-1} (\zeta_i^{a+bj} - 1) = \zeta_j^a - 1 \quad \text{(if } j|i),
\]
the (multiplicative) distribution relations are satisfied. But there is a problem. The function \(\phi_i\) takes values in \(\mathbb{C}^\times \cup \{0\}\), which is not a multiplicative group. We could allow monoid-valued distributions, but this causes problems with Theorem 12.18. It is more convenient to define a punctured distribution by omitting the relations with \(x = 0\) in the defining relations for a distribution. The value \(\phi_i(0)\) may then be ignored.

We could also let \(\phi_i(a/i) = |\zeta_i^a - 1|\) or \(\phi_i(a/i) = \log |\zeta_i^a - 1|\). We then obtain punctured distributions (one multiplicative, the other additive) which satisfy
\[
\phi_i\left(-\frac{a}{i}\right) = \phi_i\left(\frac{a}{i}\right).
\]

In other words, \(\phi_i\) is even. Since
\[
B_k(1 - X) = (-1)^k B_k(X),
\]
the $k$th Bernoulli distribution is even or odd, depending on $k$ (technical point: Since $\{-0\} \neq 1 - \{0\}$, we also need the fact that $B_k(0) = 0$ for odd $k > 1$).

There is a special type of distribution, which will be studied in the third section of this chapter. Assume $\phi$ is a function defined on $\mathbb{Q}/\mathbb{Z}$ such that

$$\phi\left(\frac{a}{j}\right) = \sum_{b=0}^{(i/j)-1} \phi\left(\frac{a + bj}{i}\right)$$

whenever $a \in \mathbb{Z}$ and $j | i$. Equivalently, if $m \in \mathbb{Z}$, $m > 0$, and $y \in \mathbb{Q}/\mathbb{Z}$, then

$$\phi(y) = \sum_{m \times x = y} \phi(x)$$

(let $m = i/j$, $y = a/j$). We call $\phi$ an ordinary distribution. The distribution of Example 4 and the first Bernoulli distribution fit into this category if we let

$$\phi\left(\frac{a}{i}\right) = \phi_s(a).$$

The main point is that if $a/i = b/j$ then $\phi_s(a) = \phi_s(b)$, so $\phi$ is well-defined as a function on $\mathbb{Q}/\mathbb{Z}$. The delta distribution of Example 1 does not arise from an ordinary distribution, even on $\mathbb{Q}_p/\mathbb{Z}_p$: $\phi_\delta(a) = 1$ but $\phi_{i+1}(pa) = 0$ (unless $a \equiv 0 \mod p^{i+1}$). Also, if $k \neq 1$, the $k$th Bernoulli distribution is not ordinary.

There is a second, equivalent definition of distributions. Consider the situation at the beginning of this section and let

$$X = \lim_{\leftarrow} X_i$$

(see the appendix for inverse limits). Since each $X_i$ is finite, $X$ is compact. Let $\phi$ be a finitely additive function on the collection of compact-open subsets of $X$. We shall show that $\phi$ gives rise to a distribution. For each $i$ there is a surjective (since each $\pi_{ij}$ is surjective) map

$$\pi_i : X \to X_i.$$ 

If $a \in X_i$ then $\pi_i^{-1}(a)$ is a compact-open subset of $X$. All compact-open sets are obtained as finite unions of such $\pi_i^{-1}(a)$, as $i$ and $a$ vary (these sets form a basis for the topology of $X$). Suppose $b \in X_j$. For $i \geq j$,

$$\pi_j^{-1}(b) = \bigcup_{a \in X_i \atop \pi_{ij}(a) = b} \pi_i^{-1}(a),$$

and this is a disjoint union. Therefore

$$\phi(\pi_j^{-1}(b)) = \sum_{\pi_{ij}(a) = b} \phi(\pi_i^{-1}(a)),$$

so $b \mapsto \phi(\pi_j^{-1}(b))$ satisfies the distribution relation. Conversely, any distribution $\{\phi_i\}$ on $\{X_i\}$ gives a finitely additive function on compact-open sets of $X$. 

Finally, we give a third formulation of distributions. A function \( f \) on \( X \) is called locally constant (or a step function) if for each \( x \in X \), there is a neighborhood \( U \) of \( x \) such that \( f \) is constant on \( U \). Since \( X \) is compact, this means that \( f \) is a finite linear combination of characteristic functions of disjoint compact-open sets. In fact, \( f \) is a finite linear combination of characteristic functions of sets of the form \( \pi_i^{-1}(a) \). Call these characteristic functions \( \chi_{i,a} \).

Let \( \text{Step} \ (X) \) be the set of locally constant functions on \( X \). If \( \phi \) is a finitely additive function on compact-opens with values in a group \( W \), then we may extend \( \phi \) by linearity to obtain a map

\[
\phi : \text{Step} \ (X) \to W.
\]

If \( \{\phi_i\} \) is the associated distribution, then

\[
\phi(\chi_{i,a}) = \phi_i(a).
\]

Conversely, a linear function on \( \text{Step} \ (X) \) may be restricted to characteristic functions to yield a finitely additive function on compact-opens.

In summary, we have the following one-one correspondences:

- distributions \( \leftrightarrow \) finitely additive functions on compact-opens
- \( \leftrightarrow \) linear functionals on \( \text{Step} \ (X) \).

We now reinterpret the delta distribution of Example 1. Let \( U \subset \mathbb{Z}_p \) be compact and open, and let \( a \in \mathbb{Z}_p \). Let

\[
\delta_a(U) = \begin{cases} 
1, & \text{if } a \in U \\
0, & \text{if } a \notin U. 
\end{cases}
\]

Since

\[
\pi_i^{-1}(y \mod p^i) = y + p^i\mathbb{Z}_p,
\]

we see that \( \delta_a \) corresponds to the delta distribution. If \( f \in \text{Step} \ (X) \), we have

\[
\delta_a(f) = f(a),
\]

which is exactly how the classical delta function acts.

There is a natural function on compact-opens of \( \mathbb{Z}_p \), namely

\[
\phi(U) = \text{meas}(U),
\]

where \( \text{meas} \) is the Haar measure normalized by \( \text{meas}(\mathbb{Z}_p) = 1 \). We have

\[
\phi(y + p^i\mathbb{Z}_p) = \frac{1}{p^i}
\]

so the associated distribution satisfies

\[
\phi_i(y \mod p^i) = \frac{1}{p^i}.
\]
More generally, consider the spaces \( X_i = \mathbb{Z}/i\mathbb{Z} \) and maps \( \pi_{ij} \) of Example 2. In this case,

\[
X = \lim_{\substack{\longrightarrow \\downarrow \cr \leftarrow \\uparrow \cr \uparrow \downarrow}} \mathbb{Z}/i\mathbb{Z} \overset{\text{def}}{=} \hat{\mathbb{Z}} \cong \prod_{\mathfrak{p}} \mathbb{Z}_{p},
\]

where the isomorphism is obtained via the Chinese Remainder Theorem (\( \mathbb{Z}/i\mathbb{Z} \cong \prod_{\mathfrak{p}} \mathbb{Z}_p/i\mathbb{Z}_p \)). Again, we have a compact group, so we can let \( \phi(U) = \text{meas}(U) \). This yields the distribution defined by \( \phi_i(y \mod i) = 1/i \).

The Haar distributions will not be very useful to us when we develop \( p \)-adic integration in the next section. Consider the case of \( \mathbb{Z}_p \). As the sets \( y + p^i\mathbb{Z}_p \) become smaller (\( i \to \infty \)), their Haar measures become \( p \)-adically larger. Clearly this is not desirable since a small change in a function could produce a large change in its integral. The distributions that will be of use will be those with bounded denominators, which we shall call measures. These will be studied in the next section.

§12.2 Measures

Let the notations be as in the first section. Consider a distribution \( \{\phi_i\} \). Let \( \phi \) be the corresponding functional on Step (X). For \( f \in \text{Step (X)} \), denote

\[
\phi(f) = \int_X f \ d\phi.
\]

Assume that \( \phi \) takes values in \( \mathbb{C}_p \) (= completion of the algebraic closure of \( \mathbb{Q}_p \)). We say that \( \phi \) (or \( d\phi \)) is a measure if there exists a constant \( K \) such that

\[
|\phi_i(a)| \leq K
\]

for all \( i \) and all \( a \in X_i \). Let \( C(X, \mathbb{C}_p) \) be the \( \mathbb{C}_p \)-Banach space of continuous \( \mathbb{C}_p \)-valued functions on \( X \), where

\[
||f|| = \sup_{x \in X} |f(x)|.
\]

Then Step (X) (with values in \( \mathbb{C}_p \)) is dense in \( C(X, \mathbb{C}_p) \).

**Proposition 12.1.** If \( \phi \) is a measure, then

\[
\int_X f \ d\phi : \text{Step (X)} \to \mathbb{C}_p
\]

extends uniquely to a continuous \( \mathbb{C}_p \)-linear map

\[
\int_X f \ d\phi : C(X, \mathbb{C}_p) \to \mathbb{C}_p.
\]
PROOF. Since the step functions are dense, the map must be unique if it exists.

Observe that if \( K \) is the constant used above and \( \chi_{t,a} \) is the characteristic function of the previous section,
\[
\left| \int_X \chi_{t,a} \, d\phi \right| = |\phi_t(a)| \leq K.
\]
Since the absolute value is non-archimedean,
\[
\left| \int_X f \, d\phi \right| \leq K\|f\|, \quad f \in \text{Step (}X\text{)}.
\]
If \( g \in C(X, \mathbb{C}_p) \) and \( \{f_n\} \) is a Cauchy sequence in Step (\( X \)) converging to \( g \), then
\[
\left| \int_X f_n \, d\phi - \int_X f_m \, d\phi \right| \leq K\|f_n - f_m\| \to 0
\]
as \( m, n \to \infty \). Therefore, let
\[
\int_X g \, d\phi = \lim \int_X f_n \, d\phi.
\]
This has the desired properties, so the proof is complete. \( \square \)

EXAMPLES. (1) Let \( a \in \mathbb{Z}_p \) and let \( \delta_a \) be the delta distribution. Then
\[
\int f \, d\delta_a = f(a)
\]
for \( f \in \text{Step (}X\text{)} \), hence for \( f \in C(X, \mathbb{C}_p) \).

(2) Let \( \phi \) be the Haar distribution on \( \mathbb{Z}_p = \lim \mathbb{Z}/p^n\mathbb{Z} \). Then \( \phi \) is not a measure. What happens if we try to integrate anyway? Let \( f(x) = x \) be defined on \( \mathbb{Z}_p \). Recall that \( \chi_{n,a} \) is the characteristic function of \( a + p^n\mathbb{Z}_p \). Hence
\[
\left| f(x) - \sum_{a=0}^{p^n-1} a\chi_{n,a}(x) \right| \leq |p^n| \to 0 \quad \text{as } n \to \infty.
\]
also
\[
\left| f(x) - \sum_{a=1}^{p^n} a\chi_{n,a}(x) \right| \to 0.
\]
But
\[
\sum_{a=0}^{p^n-1} a \text{ meas}(a + p^n\mathbb{Z}_p) = \sum_{a=0}^{p^n-1} a \frac{p^n - 1}{2} = -\frac{1}{2},
\]
while
\[
\sum_{a=1}^{p^n} a \text{ meas}(a + p^n\mathbb{Z}_p) \to \frac{1}{2}.
\]
Therefore $\int x \, d\phi$ is not well defined. This is why we require $\phi$ to be bounded. However, it is possible to weaken this condition slightly (see Koblitz [1], p. 41).

(3) If $g \in C(X, \mathbb{C}_p)$ and $d\phi$ is a measure on $X$, we may define a new measure

$$d\psi = g \, d\phi$$

by

$$\int_X f \, d\psi = \int_X fg \, d\phi.$$ 

Clearly this gives a finitely additive linear functional on Step (X). Since $X$ is compact, $g$ is bounded. It follows that $d\psi$ is a measure. Often we shall take $g$ to be the characteristic function of a subset $X' \subseteq X$. We then write $\int_X f \, d\phi$ for $\int_X fg \, d\phi$.

(4) If $h: X \to Y$ is continuous and $d\phi$ is a measure on $X$, then we obtain a measure $d\psi$ on $Y$ by defining

$$\int_Y f \, d\psi = \int_X f(h(x)) \, d\phi.$$ 

This will allow us to obtain measures on $\mathbb{Z}_p$ from measures on $1 + p\mathbb{Z}_p$, via the logarithm mapping.

The Bernoulli distributions are not measures. However it is possible to modify them. We treat only the case $k = 1$; the cases $k \geq 2$ are similar.

Let $(d, p) = 1$ and let

$$X_n = (\mathbb{Z}/dp^{n+1}\mathbb{Z})^\times.$$ 

Then

$$X = \lim_{n \to \infty} X_n \simeq (\mathbb{Z}/dp\mathbb{Z})^\times \times (1 + p\mathbb{Z}_p)$$

(if $p \neq 2$; the modifications for $p = 2$ are left to the reader). We could also work with $\mathbb{Z}/dp^{n+1}\mathbb{Z}$, but the present situation fits into the framework of later results. Let $c \in \mathbb{Z}$, $(c, dp) = 1$. For $n \geq 0$, let $c^{-1}$ denote an integer such that $cc^{-1} \equiv 1 \mod dp^{2(n+1)}$ (the 2 in the exponent is for technical reasons: it is used to obtain (***) below; probably it can be avoided). Alternatively, $c \in X$ in a natural way, so let $c^{-1}$ be the inverse of $c$ in $X$ and then reduce mod $dp^{2(n+1)}$ when needed. For $x_n \in X_n$, define

$$E_c(x_n) = B_1 \left( \left\{ \frac{x_n}{dp^{n+1}} \right\} \right) - cB_1 \left( \left\{ \frac{c^{-1}x_n}{dp^{n+1}} \right\} \right)$$

$$= \left\{ \frac{x_n}{dp^{n+1}} \right\} - c \left\{ \frac{c^{-1}x_n}{dp^{n+1}} \right\} + \frac{c - 1}{2}.$$
It is easily seen that $E_c$ is a distribution. Since

$$\left\{ \frac{x_n}{dp^n+1} \right\} - c\left\{ \frac{c^{-1} x_n}{dp^n+1} \right\} \in \mathbb{Z},$$

$E_c(x_n) \in \mathbb{Z}_p$, so $E_c$ is a measure.

If $\chi$ is a Dirichlet character of conductor $dp^m$ for some $m \geq 0$, we may write $\chi \omega^{-1} = \theta \psi$, where $\theta$ is of the first kind, and $\psi$ is of the second kind (see Chapter 7). Then $\theta$ is a function on $(\mathbb{Z}/dp \mathbb{Z})^*$ and $\psi$ is a function on $1 + p\mathbb{Z}_p$. Therefore we may regard $\chi \omega^{-1} = \theta \psi$ as a function on $X$. Also, $\langle x \rangle$ may be regarded as a function on $X$; it is just the projection onto $1 + p\mathbb{Z}_p$.

**Theorem 12.2.** Let $\chi$ have conductor $dp^m$ with $(d, p) = 1$ and $m \geq 0$. For $s \in \mathbb{Z}_p$,

$$\int_{(\mathbb{Z}/dp \mathbb{Z})^* \times (1 + p\mathbb{Z}_p)} \chi \omega^{-1}(a) \langle a \rangle^s dE_c = -(1 - \chi(c)\langle c \rangle^{s+1})L_p(-s, \chi)$$

**Proof.** We shall show later (Corollary 12.5) that the left-hand side is analytic in $s$, so it suffices to let $s = k - 1$, with $k$ a positive integer. We may estimate $a$ by $b \in \mathbb{Z}$ on $\{x \in X | x \equiv b \text{ mod } dp^n\}$. We obtain the sum

$$\sum_{b \equiv 0 \atop p \nmid b}^{dp^n-1} \chi \omega^{-k}(b)b^{k-1} \left( \frac{b}{dp^n} - c\left\{ \frac{c^{-1}b}{dp^n} \right\} + \frac{c - 1}{2} \right).$$

By Lemma 7.11, the term with $(c - 1)/2$ tends to 0 as $n \to \infty$, so we may ignore it. By the same lemma,

$$\frac{1}{dp^n} \sum_b \chi \omega^{-k}(b)b^k \to (1 - \chi \omega^{-k}(p)p^{k-1})B_{k, \chi \omega^{-k}} \overset{\text{def}}{=} U.$$

The remaining term is the hardest to evaluate. Let

$$c^{-1}b = b_1 + dp^n b_2, \text{ with } 0 \leq b_1 < dp^n.$$ 

Note that

$$\chi \omega^{-k}(b) = \chi \omega^{-k}(c)\chi \omega^{-k}(b_1) \quad (\text{if } n \geq m) \text{ (**)}$$

and

$$b^k \equiv c^k(b_1 + dp^n b_2)^k \equiv c^k(b_1^k + k dp^n b_2 b_1^{k-1}) \text{ (mod } p^{2n}).$$

Therefore

$$\sum_{b} \chi \omega^{-k}(b)b^k \equiv \chi \omega^{-k}(c)c^k \sum_{b} \chi \omega^{-k}(b_1)b_1^k$$

$$+ k dp^n \chi \omega^{-k}(c)c^k \sum_{b} \chi \omega^{-k}(b_1)b_2 b_1^{k-1}.$$
But $b_1$ runs through the same values as $b$, in a different order. Consequently, we obtain

$$\chi \omega^{-k}(c)c^k \sum \chi \omega^{-k}(b_1)b_2 b_1^{k-1}$$

$$\equiv (1 - \chi \omega^{-k}(c)c^k) \frac{1}{k d p^n} \sum \chi \omega^{-k}(b)b^k \left( \mod \frac{1}{k p^n} \right).$$

The remaining term in the original sum involves $c(c^{-1}b/dp^n) = cb_1/dp^n$. We have

$$-\frac{c}{d p^n} \sum b \chi \omega^{-k}(b)b^{k-1} b_1$$

$$\equiv -\frac{c}{d p^n} \sum b \chi \omega^{-k}(b)c^{k-1}(b_1^k + (k - 1) d p^n b_2 b_1^{k-1})$$

(by (**) with $k$ replaced by $k - 1$)

$$\equiv -\frac{c^k}{d p^n} \chi \omega^{-k}(c) \sum b \chi \omega^{-k}(b_1) b_1^k$$

$$- (k - 1)c^k \chi \omega^{-k}(c) \sum b \chi \omega^{-k}(b_1) b_2 b_1^{k-1} \left( \mod p^n \right) \text{ (by (*))}.$$

By Lemma 7.11, the first term yields

$$-\chi \omega^{-k}(c)c^k(1 - \chi \omega^{-k}(p)p^{k-1})B_k, \chi \omega^{-k} \overset{\text{def}}{=} V.$$

By the above calculations, the second term is congruent mod $(1/k)p^n$ to

$$- (k - 1)(1 - \chi \omega^{-k}(c)c^k) \frac{1}{k d p^n} \sum b \chi \omega^{-k}(b)b^k$$

$$\rightarrow -\frac{k - 1}{k} (1 - \chi \omega^{-k}(c)c^k)(1 - \chi \omega^{-k}(p)p^{k-1})B_k, \chi \omega^{-k} \overset{\text{def}}{=} W,$$

as $n \to \infty$. Addition of the relevant terms shows that the original sum approximating the integral becomes, as $n \to \infty$,

$$U + V + W = (1 - \chi \omega^{-k}(c)c^k)(1 - \chi \omega^{-k}(p)p^{k-1}) \frac{B_k, \chi \omega^{-k}}{k}$$

$$= -(1 - \chi \omega^{-k}(c)c^k)L_p(1 - k, \chi)$$

$$= -(1 - \chi(c)\langle c \rangle^k)L_p(1 - k, \chi).$$

This completes the proof. \qed

The reader probably noticed that there is a great similarity between this proof and that of Theorem 7.10. This is not a coincidence, as we shall see later. First, however, we note some consequences. If $\chi \neq 1$, choose $c$ so that $\chi(c) \neq 1$. Then $\chi(c)\langle c \rangle^s \neq 1$. Otherwise $\langle c \rangle^{sN} = 1$ for some $N > 0$, which
implies \( s = 0 \). Since \( \chi(c) \neq 1 \), we have \( \chi(c)\langle c \rangle^0 \neq 1 \), so the claim holds for all \( s \). Consequently, we may divide by \( (1 - \chi(c)\langle c \rangle^s) \). Assuming that the integral is holomorphic, we find that \( L_p(s, \chi) \) is holomorphic. If \( \chi = 1 \), then \( 1 - \langle c \rangle^s = 0 \) for \( s = 0 \). So \( L_p(s, \chi) \) is holomorphic except possibly for \( s = 1 \).

**Corollary 12.3.** If \( m \equiv n \mod p^{b-1}(p - 1) \), and \( m \neq 0 \mod p - 1 \), then

\[
(1 - p^{m-1}) \frac{B_m}{m} \equiv (1 - p^{n-1}) \frac{B_n}{n} \mod p^b.
\]

**Proof.** Let \( d = 1 \), \( \chi = \omega^m \), and \( s = m - 1 \). Then

\[
(1 - c^m)(1 - p^{m-1}) \frac{B_m}{m} = -(1 - c^m)L_p(1 - m, \omega^m) = \int_{\mathbb{Z}_p^*} a^{m-1} dE_c.
\]

Since \( E_c \) is \( \mathbb{Z}_p \)-valued, and \( a^{m-1} \equiv a^{n-1} \mod p^b \),

\[
\int_{\mathbb{Z}_p^*} a^{m-1} dE_c \equiv \int_{\mathbb{Z}_p^*} a^{n-1} dE_c \mod p^b.
\]

Also, \( 1 - c^m \equiv 1 - c^n \). Choose \( c \) so that \( c^m \equiv 1 \mod p \). The result now follows easily, since \( m \) and \( n \) are interchangeable. \( \Box \)

Theorem 12.2 has an analogue for the complex \( L \)-series. In the proof of Theorem 4.2 we showed that for a certain function \( F_b(t) \),

\[
\Gamma(s)\zeta(s, b) = \int_0^\infty F_b(t)t^{s-2} dt,
\]

so

\[
\Gamma(s)L(s, \chi) = \int_0^\infty G(t)t^{s-1} dt,
\]

for some function \( G(t) \). The Mellin transform of a function \( f(t) \) is defined to be

\[
\int_0^\infty t^s f(t) \frac{dt}{t}.
\]

We write \( dt/t \) since this is the Haar measure on the multiplicative group of positive real numbers.

Let \( \Delta \) be a finite group and let (for simplicity, \( p \neq 2 \))

\[
X = \Delta \times (1 + p\mathbb{Z}_p) = \lim_\leftarrow \Delta \times (1 + p\mathbb{Z}_p)/(1 + p^{n+1}\mathbb{Z}_p).
\]

For \( a \in X \), \( \langle a \rangle \) represents the projection onto \( 1 + p\mathbb{Z}_p \). Let \( \phi \) be a measure on \( X \). Define the gamma transform of \( \phi \) by

\[
(\Gamma_p \phi)(s) = \int_X \langle a \rangle^s d\phi.
\]
If $\Lambda = (\mathbb{Z}/dp\mathbb{Z})^*$ with $(d, p) = 1$, then

$$X \simeq (\mathbb{Z}/d\mathbb{Z})^* \times \mathbb{Z}_p^*.$$ 

For $a \in X$, write $a = a_d a_p$, corresponding to this decomposition. We may define the **Mellin transform** of $\phi$ by

$$(M_p\phi)(s) = \int_X \langle a \rangle^s \frac{1}{a_p} \, d\phi.$$ 

Of course, the gamma and Mellin transforms are almost the same:

$$M_p\phi = \Gamma_p \left( \frac{1}{a_p} \phi \right).$$ 

From Theorem 12.2, we have

$$-(1 - \chi(c)\langle c \rangle^s + 1) L_p(-s, \chi) = \Gamma_p(\chi\omega^{-1}E_c)(s) = M_p(\chi E_c)(s + 1).$$

The gamma transform receives its name by analogy with the classical equation

$$\Gamma(s) = \int_0^\infty t^s e^{-t} \frac{dt}{t}.$$ 

Of course, this just the Mellin transform of $e^{-t}$.

We now investigate the relation between measures and power series. Suppose

$$X_n = \Delta \times \Gamma_n$$

where $\Lambda$ is a finite group and $\Gamma_n \simeq \mathbb{Z}/p^n\mathbb{Z}$. We assume $X_n \to X_m$ corresponds to $\mathbb{Z}/p^n\mathbb{Z} \to \mathbb{Z}/p^m\mathbb{Z}$. Then

$$X = \Delta \times \Gamma, \quad \text{with } \Gamma \simeq \mathbb{Z}_p.$$ 

Let $\mathcal{O}$ be the ring of integers of a finite extension of $\mathbb{Q}_p$. Then

$$\mathcal{O}[\Lambda \times \Gamma] = \lim \mathcal{O}[\Lambda \times \Gamma_n] = \lim \mathcal{O}[\Lambda][\Gamma_n].$$

Choose a generator $\gamma_0$ of $\Gamma$. Since

$$\lim \mathcal{O}[\Gamma_n] \simeq \mathcal{O}[[T]]$$

by Theorem 7.1, with $\gamma_0 \mapsto 1 + T$, we obtain

$$\mathcal{O}[[\Lambda \times \Gamma]] \simeq \mathcal{O}[\Lambda][[T]].$$

Let

$$(\ldots, x_n, \ldots) \in \lim \mathcal{O}[\Delta \times \Gamma_n].$$
Write

\[ x_n = \sum_{g \in \Delta \times \Gamma_n} \phi_n(g)e_g. \]

It follows easily from the fact that \( x_n \leftrightarrow x_m \) if \( n \geq m \) that \( \{\phi_n\} \) defines an \( \mathcal{O}\)-valued distribution, hence an \( \mathcal{O}\)-valued measure. Conversely, if \( \{\phi_n\} \) defines an \( \mathcal{O}\)-valued distribution on \( \Delta \times \Gamma \), we obtain a corresponding element of \( \mathcal{O}[[\Delta \times \Gamma]] \). We therefore have the following one-one correspondences:

\[
\begin{array}{ccc}
\mathcal{O}\text{-valued distributions} & \longleftrightarrow & \mathcal{O}[[\Delta \times \Gamma]] \\
\uparrow & & \uparrow \\
\mathcal{O}\text{-valued measures on } \Delta \times \Gamma & \cong & \mathcal{O}[[\Delta]][[T]]
\end{array}
\]

Therefore, measures correspond to power series. We shall investigate this correspondence.

Assume the order of \( \hat{\Delta} \) is prime to \( p \). Let \( \theta \in \hat{\Delta} \) and let

\[
e_\theta = \frac{1}{|\Delta|} \sum_{x \in \Delta} \theta(x)x^{-1}
\]

be the idempotent. Henceforth, we assume \( \mathcal{O} \) contains the values of all such \( \theta \), so \( e_\theta \in \mathcal{O}[[\Delta]] \). We have

\[
\mathcal{O}[[\Delta]] \supseteq \bigoplus_\theta \mathcal{O} e_\theta \supseteq \bigoplus_\theta \mathcal{O}
\]

\( x \mapsto (\ldots, \theta(x), \ldots) \).

Therefore

\[
\mathcal{O}[[\Delta]][[T]] \supseteq \bigoplus_\theta \mathcal{O}[[T]]
\]

\[ \sum_\theta f_\theta(T)e_\theta \mapsto (\ldots, f_\theta(T), \ldots). \]

Consequently,

\( \mathcal{O}\)-valued measures on \( \Delta \times \Gamma \leftrightarrow \bigoplus_{\theta \in \hat{\Delta}} \mathcal{O}[[T]] = |\Delta|\)-tuples of power series.

**Examples.** (1) Let \( \Delta = 1 \) and let \( \gamma \in \Gamma \). Then \( \gamma \in \mathcal{O}[[\Gamma]] \). The corresponding distribution is the delta distribution, the measure is \( \delta_\gamma \). If \( \gamma = \gamma_0^s \) with \( s \in \mathbb{Z}_p \), then the power series is

\[
(1 + T)^s = \sum_{j=0}^{\infty} \binom{s}{j} T^j \in \mathbb{Z}_p[[T]].
\]

(2) Let \( \Delta = (\mathbb{Z}/dp \mathbb{Z})^\times \) with \( (d, p) = 1 \), and

\[
\Gamma_n = (1 + p\mathbb{Z}_p)/(1 + p^{n+1}\mathbb{Z}_p)
\]

(assume \( p \neq 2 \); otherwise the theory needs a slight modification). Then

\[
\Delta \times \Gamma_n \cong (\mathbb{Z}/dp^{n+1}\mathbb{Z})^\times,
\]
which we identify with $\text{Gal}(\mathbb{Q}(\zeta_{dp^{n+1}})/\mathbb{Q})$. Let $q_0 = dp$, so $\gamma_0 = \sigma_1 + q_0$ generates $\Gamma = \lim \Gamma_n$. Let $c = 1 + q_0$. Consider the measure $E_c$ of Theorem 12.2. The corresponding element in $\mathcal{O}[[\Delta \times \Gamma]]$ is
\[
\lim_{d p^{n+1} \to 0} \sum_{\sigma_a} \left( \frac{a}{d p^{n+1}} - c \left( \frac{c^{-1} a}{d p^{n+1}} \right) + \frac{c - 1}{2} \right) \sigma_a
\]
\[
= \lim \left( 1 - c \sigma_c \right) \sum \left( \frac{a}{d p^{n+1}} - \frac{1}{2} \right) \sigma_a,
\]
which is essentially the Stickelberger element. We map this to $\bigoplus \mathcal{O}[[T]]$. Let $\theta$ be even of conductor $d$ or $dp$, so $\theta^* = \omega \theta^{-1}$ is odd. In the $\theta^*$th component we have $(\sigma_c = \sigma_1 + q_0 = \gamma_0)$
\[
\lim (1 - (1 + q_0)\gamma_0) \frac{1}{q_n} \sum a \omega \theta^{-1}(a) \gamma_n(a)
\]
in the notation of Chapter 7. This is just $-\eta(\omega^2 \theta^{-1})$ in that notation, except that $\gamma_n(a)$ replaces $\gamma_n(a)^{-1}$. Observe that $\gamma_0^{-1}$ corresponds to $1/(1 + T)$, so when we change to power series we obtain
\[
-g \left( \frac{1}{1 + T} - 1, \omega^2 \theta^{-1} \right) \overset{\text{def}}{=} g_{\theta^*}(T)
\]
with $g$ as in Chapter 7 (before Theorem 7.10). Note that
\[
\begin{aligned}
g_{\theta^*}(1 + q_0^s - 1) &= -g((1 + q_0)^{-s} - 1, \omega^2 \theta^{-1}) \\
&= -(1 - (1 + q_0)^{1+s})L_p(-s, \omega \theta^*).
\end{aligned}
\]
So the modified Bernoulli distribution $E_c$ corresponds to the vector of power series which give the $p$-adic $L$-functions (one technicality: the above calculations assumed that the character $\theta$ had conductor exactly $d$ or $pd$. The characters with smaller conductors yield slightly modified $p$-adic $L$-functions).

These last two examples are special cases of a general phenomenon. Fix a generator $\gamma_0$ of $\Gamma$. Let $\kappa_0$ correspond to $\gamma_0$ under the isomorphism $1 + p\mathbb{Z}_p \simeq \Gamma$ (again, assume $p \neq 2$ for simplicity), so
\[
X = \Delta \times \Gamma \simeq \Delta \times (1 + p\mathbb{Z}_p)
\]
\[
(\alpha, \gamma_0^\alpha) \mapsto (\alpha, \kappa_0^\alpha).
\]
For instance, in Example 2 above, $\gamma_0 = \sigma_1 + q_0$ and $\kappa_0 = 1 + q_0$. Recall that a character $\psi$ of the second kind is one of conductor $p^n$, $n \geq 2$, such that $\psi(a) = \psi(\langle a \rangle)$. Such a character may be regarded as a character on $1 + p\mathbb{Z}_p$.

**Theorem 12.4.** Let $d\phi$ be an $\mathcal{O}$-valued measure on $\Delta \times \Gamma$ and let
\[
(\ldots, g_\theta(T), \ldots) \in \bigoplus_{\theta \in \Delta} \mathcal{O}[[T]]
\]
be the corresponding power series. Let \( \theta \in \hat{\Delta} \) and let \( \psi \) be a character of the second kind. Then

\[
\Gamma_p(\theta \psi, d\phi)(s) = \int_{\Delta \times (1 + p\mathbb{Z}_p)} \theta(a)\psi(a)(a)^s d\phi = g_\theta(\psi(\kappa_0)\kappa_0^s - 1).
\]

PROOF. First consider

\[
(\ldots, a_\theta(1 + T)^n, \ldots) \in \bigoplus_{\theta'} \mathcal{O}[[T]].
\]

By the above, this corresponds to

\[
\sum_{\theta'} a_{\theta'} \varepsilon_{\theta'} \gamma^n_0 = \frac{1}{|\Delta|} \sum_{\theta} \sum_{x} a_\theta \theta'(x^{-1})x\gamma^n_0 \in \mathcal{O}[[\Delta \times \Gamma]].
\]

This yields a sum of delta distributions:

\[
d\phi = \frac{1}{|\Delta|} \sum_{x} \sum_{\theta'} a_\theta \theta'(x^{-1}) \delta_{x\gamma_0^n}.
\]

On \( 1 + p\mathbb{Z}_p, \delta_{x\gamma_0^n} \) is replaced by \( \delta_{x\gamma_0^n} \). We obtain

\[
\int \theta(a)\psi(a)(a)^s d\phi = \frac{1}{|\Delta|} \sum_{\theta} \sum_{x} a_\theta \theta(x)\theta'(x^{-1})\psi(\kappa_0)\kappa_0^{ns}
\]

\[
= a_\theta(\psi(\kappa_0)\kappa_0^s)^n = a_\theta(1 + T)^n \quad \text{at} \quad T = \psi(\kappa_0)\kappa_0^s - 1
\]

(by orthogonality of characters, the sum over \( x \) vanishes for \( \theta \neq \theta' \)). By linearity, the theorem is true for polynomials. Since the polynomials are dense in \( \mathcal{O}[[T]] \), we need a continuity statement. For any fixed \( s \in \mathbb{Z}_p \), the function \( f(a) = \theta(a)\psi(a)(a)^s \) is continuous on \( X \). Let \( \varepsilon > 0 \), There exists a step function \( S(a) \) such that

\[
|f(a) - S(a)| < \varepsilon \quad \text{for all} \quad a \in X.
\]

Suppose we are given a vector

\[
(\ldots, g_\theta(T), \ldots) \in \bigoplus_{\theta} \mathcal{O}[[T]].
\]

Recall that integration of step functions was accomplished by evaluation at sufficiently large finite levels. Let \( N \) be large and let

\[
g_\theta(T) = P_N(T)q_\theta^N(T) + r^N_\theta(T),
\]

where \( P_N(T) = (1 + T)^{p^N} - 1 \) and \( \deg r^N_\theta < p^N \) (Proposition 7.2). If \( d\phi \) corresponds to \( g \) and \( d\phi_N \) corresponds to \( r_N = (\ldots, r^N_\theta, \ldots) \), then

\[
\int_X S(a) \, d\phi = \int_X S(a) \, d\phi_N \quad \text{for large} \quad N.
\]

Therefore

\[
\left| \int_X f(a) \, d\phi - \int_X f(a) \, d\phi_N \right| \leq \text{Max}\left\{ \left| \int_X (f - S) \, d\phi \right|, \left| \int_X (S - f) \, d\phi_N \right| \right\} < \varepsilon,
\]
since \( |f - S| < \varepsilon \) and \( \phi \) and \( \phi_N \) are \( \mathcal{C} \)-valued. But \( d\phi_N \) corresponds to a polynomial, for which the theorem is true. Also
\[
|g_\theta(\psi(\kappa_0)\kappa_0^s - 1) - r_N^\theta(\psi(\kappa_0)\kappa_0^s - 1)| \\
\leq |P_N(\psi(\kappa_0)\kappa_0^s - 1)| = |\psi(\kappa_0)^{p^n}\kappa_0^{n_s} - 1| < \varepsilon
\]
for large \( N \) (note \( \psi(\kappa_0) \) is a \( p \)-power root of \( 1 \)). Therefore
\[
\left| \int_X f \, d\phi - g_\theta(\psi(\kappa_0)\kappa_0^s - 1) \right| < \varepsilon.
\]
Since \( \varepsilon \) was arbitrary, the proof is complete. \( \square \)

**Corollary 12.5.** Let \( \phi \) be a measure. Then \( (\Gamma_p \phi)(s) \) is an analytic function of \( s \).

**Proof.** Let \( \theta = \psi = 1 \). Clearly any function of the form \( g(\kappa_0^s - 1) \) is analytic.

Theorem 12.4 gives us something stronger than analyticity. Functions of the form
\[
f(s) = g(\kappa^s - 1)
\]
with \( g(T) \in \mathcal{C}[[[T]]] \) and \( \kappa \in \mathbb{1} + p\mathbb{Z}_p (1 + 4\mathbb{Z}_2 \text{ if } p = 2) \) are called Iwasawa functions. They satisfy
\[
f(s) \equiv f(0) \mod p^\theta
\]
for all \( s \in \mathbb{Z}_p \). This was the basis for Exercises 7.5–7.7. Not all analytic functions have this property, for example \( f(s) = s \).

**Corollary 12.6.** If \( \int_{\Delta \times (1 + p\mathbb{Z}_p)} \theta \psi \, d\phi = 0 \) for all \( \theta \in \hat{\Delta} \) and all \( \psi \) of the second kind, then \( \phi = 0 \). (In other words, a measure is determined by its values on characters of finite order. Note that \( \theta(a)\psi(a)\langle a \rangle^s \) is a character of infinite order if \( s \neq 0 \)).

**Proof.** Let \( g_\theta \) be one of the corresponding power series. Then
\[
g_\theta(\psi(\kappa_0) - 1) = 0 \quad \text{for all } \psi,
\]
hence
\[
g_\theta(\zeta_{p^n} - 1) = 0 \quad \text{for all } n.
\]
By the \( p \)-adic Weierstrass Preparation Theorem (see Corollary 7.4), a nonzero power series in \( \mathcal{C}[[[T]]] \) has only finitely many zeros. Therefore \( g_\theta = 0 \) for all \( \theta \), so \( \phi = 0 \), as desired. \( \square \)

For \( f(T) \in \mathcal{C}[[[T]]] \), let
\[
Df(T) = (1 + T)f'(T).
\]
Observe that when \( f(T) = (1 + T)^n \), \( D^k f(0) = n^k \), which is a continuous \( p \)-adic function of \( k \), if \( p \not\mid n \) and if we restrict \( k \) to a fixed congruence class \( \mod p - 1 \). The next results will show that this holds more generally.
We assume $\Delta = 1$. Then

$$X = 1 + p\mathbb{Z}_p.$$ 

Let

$$\hat{X} = \mathbb{Z}_p.$$ 

There is an isomorphism

$$\rho : X \cong \hat{X}$$

$$x \mapsto \frac{\log_p x}{\log_p \kappa_0},$$

Alternatively,

$$\kappa_0^y \mapsto y.$$ 

If $d\phi$ is a measure on $X$, define the measure $d\hat{\phi}$ on $\hat{X}$ by

$$\int_{y \in \hat{X}} f(y) \, d\hat{\phi} = \int_{x \in X} f(\rho(x)) \, d\phi$$

(see Example 4 at the beginning of this section).

Suppose $g(T) = \sum a_n (1 + T)^n$ is a polynomial. Then the corresponding measure $d\phi$ is a sum of delta measures

$$d\phi = \sum a_n \delta_{\kappa_0^n} \quad \text{(on } 1 + p\mathbb{Z}_p\text{)}$$

and

$$d\hat{\phi} = \sum a_n \delta_n \quad \text{(on } \mathbb{Z}_p\text{)}.$$ 

**Proposition 12.7.** Let $g \in \mathcal{O}[[T]]$ and let $d\hat{\phi}_g$ be the corresponding measure on $\hat{X} = \mathbb{Z}_p$. For $k \geq 0$,

$$(D^k g)(0) = \int_{y \in \hat{X}} y^k \, d\hat{\phi}_g.$$ 

**Proof.** First let $g = (1 + T)^n$. As mentioned above, the left-hand side is $n^k$.

The measure $d\hat{\phi}$ is the delta measure $\delta_n$, so

$$\int y^k \, d\hat{\phi} = n^k.$$ 

By linearity, the result holds for polynomials.

Let $g(T) \in \mathcal{O}[[T]]$ be arbitrary. Let $\varepsilon > 0$ and choose $N$ so that $p^{-N} < \varepsilon$.

As in the proof of Theorem 12.4,

$$g(T) = P_N(T)q_N(T) + r_N(T).$$ 

Therefore

$$D^k g(T) = a_0(T)P_N(T) + \cdots + a_k(T)P_N^{(k)}(T) + D^k r_N(T),$$

where $a_i(T) \in \mathcal{O}[[T]]$. But

$$P_N(0) = 0 \quad \text{and} \quad P_N^{(i)}(0) \equiv 0 \text{ mod } p^N.$$
Therefore

\[ |D^k g(0) - D^k r_N(0)| < \varepsilon. \]

As in the proof of Theorem 12.4, we may approximate \( \varrho(x)^k = (\log x / \log \kappa_0)^k \) on \( X \) by a step function \( S(x) \), say within \( \varepsilon \). Then

\[
\left| \int_{\hat{X}} y^k \, d\hat{\varphi} - \int_{\hat{X}} y^k \, d\hat{\varphi}_{r_N} \right| = \left| \int_X \rho(x)^k \, d\varphi - \int_X \rho(x)^k \, d\varphi_{r_N} \right|
\]

\[
\leq \text{Max}\left\{ \left| \int_X (\rho(x)^k - S(x)) \, d\varphi \right|, \left| \int_X S(x) \, d\varphi - \int_X S(x) \, d\varphi_{r_N} \right|, \left| \int_X (S(x) - \rho(x)^k) \, d\varphi_{r_N} \right| \right\}.
\]

For large \( N \), the second expression vanishes (this would not necessarily have happened if we worked on \( \hat{X} \) with \( d\hat{\varphi} \) and \( d\hat{\varphi}_{r_N} \) since the latter is not necessarily a finite sum of delta distributions; see Exercise 12.2). The first and third expressions are less than \( \varepsilon \). Since we know the theorem is true for the polynomial \( r_N \), we obtain

\[
\left| \int_{\hat{X}} y^k \, d\hat{\varphi} - D^k g(0) \right| < \varepsilon.
\]

This completes the proof. \( \square \)

To match the set-up of Theorem 12.4, we need an integral over \( \mathbb{Z}_p^* \) instead of \( \mathbb{Z}_p \). To obtain this we do the following. Let \( g(T) \in \mathcal{O}[[T]] \). Define

\[
U g(T) = g(T) - \frac{1}{p} \sum_{\xi \equiv 1 \pmod{p}} g(\xi (1 + T) - 1).
\]

One easily sees that

\[
U \sum_{n=0}^N a_n (1 + T)^n = \sum_{n=0}^N a_n (1 + T)^n.
\]

Proposition 12.8. Let \( g \in \mathcal{O}[[T]] \) and let \( d\varphi_g \) and \( d\hat{\varphi}_g \) be the corresponding measures on \( X = 1 + p\mathbb{Z}_p \) and \( \hat{X} = \mathbb{Z}_p^* \). Let \( \chi_{\hat{X}}(y) \) be the characteristic function of \( \hat{X}^* = \mathbb{Z}_p^* \subset \hat{X} \). Then

\[
d\hat{\varphi}_{U g} = \chi_{\hat{X}} \cdot d\hat{\varphi}_g,
\]

so

\[
(D^k U g)(0) = \int_{y \in \mathbb{Z}_p^*} y^k \, d\hat{\varphi}_g.
\]
PROOF. By Proposition 12.7, it suffices to prove the first equality. As usual, let \( N \geq 1 \) be large and write

\[
g(T) = P_N(T)q_N(T) + r_N(T).
\]

Then

\[
Ug = U(P_Nq_N) + Ur_N.
\]

But

\[
P_N(\zeta(1 + T) - 1) = P_N(T), \quad N \geq 1,
\]

So

\[
Ug = P_N U q_N + Ur_N.
\]

Let

\[
r_N(T) = \sum_n a_n(1 + T)^n,
\]

hence

\[
Ur_N(T) = \sum_{p \neq n} a_n(1 + T)^n.
\]

On \( \tilde{X} \), \( r_N \) corresponds to the measure

\[
\sum_n a_n \delta_n
\]

and \( Ur_N \) corresponds to

\[
\sum_{p \neq n} a_n \delta_n = \chi_{\tilde{X}} \cdot \sum_n a_n \delta_n.
\]

The same argument as was used at the end of the proof of Proposition 12.7, with \( y^k \) replaced by \( f \chi_{\tilde{X}} \), for any continuous function \( f \) on \( \tilde{X} \), shows that

\[
\int_{\tilde{X}} f d\tilde{\phi}_{Ur_N} = \int_{\tilde{X}} f \chi_{\tilde{X}} \cdot d\tilde{\phi}_{r_N} \to \int_{\tilde{X}} f \chi_{\tilde{X}} \cdot d\tilde{\phi}_g \quad \text{as } N \to \infty,
\]

and since \( Ug \equiv Ur_N \mod P_N \), we similarly have

\[
\int_{\tilde{X}} f d\tilde{\phi}_{Ur_N} \to \int_{\tilde{X}} f d\tilde{\phi}_{Ug}.
\]

Therefore

\[
d\tilde{\phi}_{Ug} = \chi_{\tilde{X}} \cdot d\tilde{\phi}_g.
\]

This completes the proof. \( \square \)

**Corollary 12.9.** Let \( g \in \mathcal{O}[[T]] \). Fix a congruence class \( \alpha \mod p - 1 \). Then there exists \( h(T) \in \mathcal{O}[[T]] \) such that

\[
(D^kUg)(0) = h(k^\alpha - 1) \quad \text{for } k \equiv \alpha \mod p - 1, \; k \geq 0.
\]
PROOF. Decompose

\[ \tilde{X}^* = (\mathbb{Z}/p\mathbb{Z})^* \times (1 + p\mathbb{Z}_p). \]

Then

\[ (D^k U g)(0) = \int_{\tilde{X}^*} \omega^*(y) \langle y \rangle^k \, d\tilde{x}_g \]
\[ = \Gamma_p(\omega^* d\tilde{x}_g)(k) \]
\[ = h(k_0^k - 1) \]

for some \( h \in O[[T]] \), by Theorem 12.4.

We give an application. Let \( c \in \mathbb{Z}, (c, p) = 1 \), and let

\[ g(T) = \frac{1}{(1 + T)^c - 1} - \frac{c}{(1 + T)^c - 1}. \]

Since

\[ \frac{c}{(1 + T)^c - 1} = \frac{1}{T} \left( 1 + \frac{1}{c} \left( \frac{c}{2} T + \cdots \right) \right) = \frac{1}{T} + \cdots, \]

we have

\[ g(T) \in \mathbb{Z}_p[[T]]. \]

Using the relation

\[ \frac{1}{Y^p - 1} = \frac{1}{p} \sum_{\zeta = 1}^{p} \frac{1}{\zeta Y - 1}, \]

we easily find that

\[ U g(T) = g(T) - g((1 + T)^p - 1). \]

Observe that

\[ Dg((1 + T)^p - 1) = p(1 + T)^p g'((1 + T)^p - 1), \]

which is just \( p \) times \( Dg \), with \( 1 + T \) replaced by \((1 + T)^p\). It follows by induction that

\[ (D^k U g)(0) = (1 - p^k)(D^k g)(0). \]

To calculate \( D^k g(0) \) we change variables. Let

\[ T = e^Z - 1 = Z + \frac{1}{2} Z^2 + \frac{1}{6} Z^3 + \cdots \in \mathbb{Q}_p[[Z]]. \]

Let

\[ f(Z) = g(e^Z - 1) \in \mathbb{Q}_p[[Z]]. \]
Then
\[ \frac{d}{dZ} f(Z) = e^Z g'(e^Z - 1) = (1 + T)g'(T) = Dg(T). \]
Therefore,
\[ \left( \frac{d}{dZ} \right)^k f(0) = D^k g(0). \]
But
\[
g(e^Z - 1) = \frac{1}{e^Z - 1} - \frac{c}{e^Z - 1} = \frac{1}{Z} \sum_{n=0}^{\infty} (1 - c^n) B_n \frac{Z^n}{n!} = \sum_{n=0}^{\infty} (1 - c^{n+1}) B_{n+1} \frac{Z^n}{n + 1 n!}
\]
Therefore
\[ D^k g(0) = \left( \frac{d}{dZ} \right)^k f(0) = (1 - c^{k+1}) \frac{B_{k+1}}{k + 1}, \]
so
\[ (D^k U g)(0) = (1 - c^{k+1})(1 - p^k) \frac{B_{k+1}}{k + 1} = -(1 - \omega^{k+1}(c) \langle c \rangle^{k+1}) L_p(-k, \omega^{k+1}). \]
By Corollary 12.9, we find that for \( k \equiv \alpha \pmod{p - 1} \), this extends to an analytic function, in fact to an Iwasawa function.

The reader might find it interesting to start with Theorem 12.2 and deduce that \( g(T) \) is the power series we should use to obtain the above.

The use of differentiation to obtain values of \( L \)-functions was also implicitly used in the proof of Theorem 5.18 (evaluation of \( L_p(1, \omega^k) \)). This technique was probably first used by Euler, later by Kummer, and more recently by Coates and Wiles.

### §12.3 Universal Distributions

The main purpose of this section is to prove Bass’ theorem on generators and relations for cyclotomic units. But to do so, we consider the general question of universal ordinary distributions (sometimes punctured, even, or odd) on
We restrict to the subset \((1/n)\mathbb{Z}/\mathbb{Z}\). Let \(A_n\) be the abelian group with generators

\[
\left\{ g\left(\frac{a}{n}\right) \mid \frac{a}{n} \in \frac{1}{n} \mathbb{Z}/\mathbb{Z} \right\}
\]

and relations

\[
g\left(\frac{a}{r}\right) = g\left(\frac{(n/r)a}{n}\right) = \sum_{k=0}^{(n/r)-1} g\left(\frac{a + rk}{n}\right), \quad \text{for } r | n.
\]

Then \(A_n\) is called the universal ordinary distribution on \((1/n)\mathbb{Z}/\mathbb{Z}\). The map

\[
g : \frac{1}{n} \mathbb{Z}/\mathbb{Z} \to A_n,
\]

\[
a \mapsto g\left(\frac{a}{n}\right)
\]

defines an ordinary distribution on \((1/n)\mathbb{Z}/\mathbb{Z}\). If \(\phi\) is another ordinary distribution on \((1/n)\mathbb{Z}/\mathbb{Z}\), then there is a map

\[
A_n \to \text{group generated by } \left\{ \phi\left(\frac{a}{n}\right) \right\}
\]

\[
g\left(\frac{a}{n}\right) \mapsto \phi\left(\frac{a}{n}\right),
\]

so \(A_n\) is universal in the sense of category theory. We shall show that \(A_n\) is a free abelian group of rank \(\phi(n)\). We start with an upper bound.

**Proposition 12.10.** There is a set of \(\phi(n)\) elements which generates \(A_n\).

**Proof.** Let \(n = \prod p_i^{e_i}\). We may write, for any \(a \in \mathbb{Z}\),

\[
a \equiv \sum \frac{a_i}{p_i^{e_i}} \mod \mathbb{Z},
\]

with \(0 \leq a_i < p_i^{e_i}\). We first show that

\[
B_n = \left\{ g\left(\frac{a}{n}\right) \mid \text{for each } i, \text{ either } a_i = 0 \text{ or } (a_i, p_i) = 1 \right\}
\]

generates \(A_n\). This is not yet a minimal set of generators, but it gets things started. Note that if \(a_i = 0\) then \(p_i\) does not appear in the denominator of \(a/n\), while if \((a_i, p_i) = 1\) then the full power \(p_i^{e_i}\) is in the denominator.

Consider an arbitrary \(a/n\). If \(a_i = 0\) for some \(i\) then by induction we may conclude that \(g(a/n)\) is in the group generated by \(B_{n/p_i^{e_i}} \subseteq B_n\) (This induction starts with the case \(n = 1\), which is trivial). Therefore assume \(a_i \neq 0\) for all \(i\). Write \(a = ct\) with \(t | n\) and \((c, n) = 1\). This is possible since \(a_i \neq 0\) implies \(p_i^{e_i} \nmid a\), so \(t\) divides \(\prod p_i^{e_i-1}\), which divides \(n\). If \(t = 1\) then \(a/n = c/n\) has
denominator exactly \( n \), so \( (a_i, p_i) = 1 \) for all \( i \). Hence \( g(a/n) \in B_n \) and we are done. Therefore assume \( t > 1 \). As mentioned above, \( t \) divides \( \prod p_i^{1-t} \), so \( p_i|\,(n/t) \) for each \( i \). By the distribution relation,

\[
g\left(\frac{a}{n}\right) = g\left(\frac{ct}{n}\right) = \sum_{k=0}^{t-1} g\left(\frac{c + (n/t)k}{n}\right).
\]

Since \( (c, n) = 1 \) and since \( p_i|\,(n/t) \) for each \( i \), we must have

\[
\left( c + \left(\frac{n}{t}\right)k, n \right) = 1,
\]

for all \( k \). Therefore all fractions involved in the last sum have denominator exactly \( n \), so \( g(a/n) \) is in the group generated by \( B_n \). Therefore \( B_n \) generates \( A_n \).

But there are relations among the elements of \( B_n \). Let

\[
C_n = \left\{ g\left(\frac{a}{n}\right) \mid \text{for each } i, a_i \neq 1 \text{ and either } a_i = 0 \text{ or } (a_i, p) = 1 \right\}.
\]

We claim that \( C_n \) generates \( A_n \). By induction, we may assume \( C_{n/p_i^{a_i}} \) generates \( A_{n/p_i^{a_i}} \) for each \( i \). Note that \( C_{n/p_i^{a_i}} \subseteq C_n \).

Let \( g(a/n) \in B_n \). Suppose \( b_1 = 1 \). Let

\[
y = \sum_{i \neq 1}^{a_i} p_i^{b_i}.\]

Then

\[
\sum_{k=0}^{p_i^{a_i-1}} g\left( y + \frac{k}{p_i^{a_i}} \right) = g(p_i^{a_i}y),
\]

and

\[
\sum_{k=0}^{p_i^{a_i-1}-1} g\left( y + \frac{p_1k}{p_1^{a_1}} \right) = g(p_1^{a_1-1}y).
\]

Since \( p_i^{a_i}y \) and \( p_1^{a_1-1}y \) do not have \( p_1 \) in their denominators, \( g(p_i^{a_i}y) \) and \( g(p_1^{a_1-1}y) \) lie in \( \langle C_{n/p_i^{a_i}} \rangle \) is the group generated by \( C_{n/p_i^{a_i}} \). Subtraction yields

\[
\sum_{k=0}^{p_i^{a_i-1}} g\left( y + \frac{k}{p_i^{a_i}} \right) \in \langle C_{n/p_i^{a_i}} \rangle,
\]

hence

\[
g\left( y + \frac{1}{p_1^{a_1}} \right) \equiv - \sum_{p_1 \neq k \neq 1} g\left( y + \frac{k}{p_1^{a_1}} \right) \mod \langle C_{n/p_i^{a_i}} \rangle.
\]

Note that \( a_1 = 1 \) is changed to a sum with \( a_1 = k \neq 1 \) and \( (a_1, p_1) = 1 \), but \( y \) is left unchanged (this is important). Now consider

\[
g\left( y + \frac{k}{p_1^{a_1}} \right) = g\left( \frac{k}{p_1^{a_1}} + \sum_{i \neq 1}^{a_i} \frac{a_i}{p_i^{a_i}} \right).
\]
If another \( a_i = 1 \) then we may perform the above operations again. Note that \( a_j \) for \( j \neq i \) is left unchanged (in particular no such \( a_j \) is changed to 1). Continuing, we eventually get \( a_i \neq 1 \) for all \( i \), and also (\( a_i, p \)) = 1 or \( a_i = 0 \). Therefore all \( g(a/n) \) in \( B_n \) are expressible in terms of \( C_n \), so \( C_n \) generates \( A_n \). Since \( C_n \) contains

\[ \prod \phi(p_i^{c_i}) = \phi(n) \]

elements, the proof of Proposition 12.10 is complete. \( \square \)

**Proposition 12.11.** The universal punctured ordinary distribution \( A_n^0 \) on \( (1/n)\mathbb{Z}/\mathbb{Z} \) requires at most \( \phi(n) + \pi(n) - 1 \) generators, where \( \pi(n) \) equals the number of distinct prime factors of \( n \).

**Proof.** \( A_n^0 \) is generated by

\[ \left\{ g\left(\frac{a}{n}\right) \left| \frac{a}{n} \in \frac{1}{n} \mathbb{Z}/\mathbb{Z}, \frac{a}{n} \neq 0 \right. \right\} \]

with relations

\[ g\left(\frac{a}{r}\right) = \sum_{k=0}^{(n/r)-1} g\left(\frac{a + rk}{n}\right) \text{ whenever } r \mid n \text{ and } \frac{a}{r} \neq 0. \]

So we have taken the distribution \( A_n \) and removed \( g(0) \) and also eliminated the relations

\[ g(0) = \sum_{(n/r)x \equiv 0(\mathbb{Z})} g(x) = g(0) + \sum_{(n/r)x \equiv 0} g(x). \]

We see that whenever \( g(0) \) appears in a relation for a nonpunctured distribution, it appears equally on both sides. So we really have the relations

\[ \sum_{(n/r)x \equiv 0 \atop x \neq 0} g(x) = 0, \quad r \mid n. \]

We claim that such relations follow from those with \( n/r \) prime. Let \( m = n/r \) and let \( p \mid m \). Then

\[ \sum_{m x \equiv 0 \atop x \neq 0} g(x) = \sum_{py \equiv 0} \sum_{(m/p)x \equiv y} g(x) + \sum_{(m/p)x \equiv 0} g(x) \]

\[ = \sum_{py \equiv 0 \atop y \neq 0} g(y) + \sum_{(m/p)x \equiv 0 \atop x \neq 0} g(x). \]

Choose a prime dividing \( m/p \) and continue. Eventually \( \sum_{m x \equiv 0, x \neq 0} g(x) \) is expressed as a sum of expressions of the form \( \sum_{py \equiv 0, y \neq 0} g(y) \) with \( p \) prime. This proves the claim.
We now see that to obtain \( A_n \) from \( A_n^0 \) it suffices to add a generator \( g(0) \) and add the relations

\[
\sum_{\substack{py \equiv 0 \\ y \neq 0}} g(y) = 0
\]

for each \( p \mid n \). Let

\[
R = \left\{ \sum_{a=1}^{n-1} g\left( \frac{a}{p} \right) \mid p \text{ divides } n, p \text{ prime} \right\}.
\]

We have just shown that we have a natural isomorphism

\[
(A_n^0 \oplus \mathbb{Z} g(0)) \mod \langle R \rangle \cong A_n.
\]

We already have the set of generators \( C_n \) for \( A_n \). Let

\[
D_n = C_n \cup R - \{g(0)\}.
\]

Clearly \( D_n \) generates \( A_n^0 \). Since \( D_n \) has \( \phi(n) + \pi(n) - 1 \) elements, Proposition 12.11 is proved.

\[\square\]

To show that the sets of generators in Propositions 12.10 and 12.11 are minimal, we shall produce concrete examples of the desired ranks. By the rank of a distribution \( \phi \) we mean the \( \mathbb{Z} \)-rank (= number of summands isomorphic to \( \mathbb{Z} \), in the usual decomposition) of the abelian group generated by \( \{\phi(a/n) | 0 \leq a < n\} \). (Omit \( \phi(0) \) if \( \phi \) is punctured).

From now on, we assume \( n > 2 \) (\( n = 1 \) and \( n = 2 \) are trivial, of course). Assume first that \( n \equiv 2 \mod 4 \). Let \( \zeta_n \) be a primitive \( n \)th root of unity. Consider the punctured even distribution defined by

\[
h\left( \frac{a}{n} \right) = (\ldots, \log |\zeta_n^{ar} - 1|, \ldots) \in \mathbb{C}^{\phi(n)}
\]

where \( r \) runs through the integers with \( (r, n) = 1, 1 \leq r \leq n \) (we could have used half of these \( r \)'s). Various combinations, call them \( v_i \), of the vectors \( h(a/n) \) give the logarithms of the \( \frac{1}{2} \phi(n) - 1 \) independent units of Theorem 8.3 (in the first component; the other components are the Galois conjugates).

We may also take \( a/n = 1/p \) for \( p \) dividing \( n \) and obtain a generator for the ideal of \( \mathbb{Q}(\zeta_p) \) lying above \( p \). We claim that the group generated by the \( h(a/n) \) has rank at least \( \frac{1}{2} \phi(n) + \pi(n) - 1 \). In fact the vectors \( h(1/p) \) for \( p \mid n \) and the \( v_i \) are independent over \( \mathbb{Z} \): Suppose

\[
\sum a_p h\left( \frac{1}{p} \right) + \sum a_i v_i = 0.
\]

Add the components of the vectors. For each \( v_i \), we get the logarithm of the norm of a unit, hence 0. For \( h(1/p) \) we get the logarithm of a nontrivial power of \( p \). But the logarithms of primes are linearly independent over \( \mathbb{Z} \), so \( a_p = 0 \) for all \( p \). Since the \( v_i \)'s are independent over \( \mathbb{Z} \), \( a_i = 0 \) for all \( i \). This proves the claim.
If \( n \equiv 2 \mod 4 \), then we may use the same distribution \( h(a/n) \) defined above. We know that the group generated by \( \{h(2a/n)\} \) has rank at least

\[
\frac{1}{2}\phi\left(\frac{n}{2}\right) + \pi\left(\frac{n}{2}\right) - 1 = \frac{1}{2}\phi(n) + \pi(n) - 2.
\]

But

\[
h\left(\frac{1}{2}\right) = (\log 2, \ldots, \log 2),
\]

which is independent of the vectors used to get this estimate on the rank. Therefore the rank is at least \( \frac{1}{2}\phi(n) + \pi(n) - 1 \).

Therefore, for all \( n(> 1) \), we have a punctured even distribution of rank at least \( \frac{1}{2}\phi(n) + \pi(n) - 1 \).

We now produce an odd distribution of rank \( \frac{1}{2}\phi(n) \). As in the case just completed, the construction will depend on the fact that \( L(1, \chi) \neq 0 \); but this time it will be in the form \( B_{1, \chi} \neq 0 \) for odd \( \chi \). We shall be using the first Bernoulli distribution, but our preliminary calculations will be valid more generally.

Let \( h \) be an ordinary distribution on \( (1/n)\mathbb{Z}/\mathbb{Z} \), and let \( \chi \neq 1 \) be a Dirichlet character of conductor \( f_\chi \). The proofs of the following lemmas are essentially the same as the arguments given for Lemmas 8.4–8.7. Simply replace \( \log |1 - \zeta_n^a| \) by \( h(a/n) \). The fact that \( \zeta_{mn}^n = \zeta_m \) when \( n = mn' \) corresponds to the fact that \( h \) is ordinary. We also use the fact that \( h \) is periodic mod 1. (Of course, assuming Bass' theorem, essentially any relation satisfied by \( \log |1 - \zeta_n^a| \) is also satisfied by \( h(a/n) \), with the possible exception of evenness).

**Lemma 12.12.** Suppose \( m | n \). If \( f_\chi \chi(n/m) \) then

\[
\sum_{\substack{a = 1 \\ (a, n) = 1}}^{n} \chi(a)h\left(\frac{am}{n}\right) = 0
\]

\[\square\]

**Lemma 12.13.** Let \( n = mn' \) with \( (m, m') = 1 \), and suppose \( f_\chi | m \). Then

\[
\sum_{\substack{a = 1 \\ (a, n) = 1}}^{n} \chi(a)h\left(\frac{am}{n}\right) = \phi(m') \sum_{\substack{b = 1 \\ (b, m) = 1}}^{m} \chi(b)h\left(\frac{b}{m}\right).
\]

\[\square\]

**Lemma 12.14.** Suppose \( F, g, t \) are positive integers with \( f_\chi | F \), \( g | F \), and \( Ft | n \). Then

\[
\sum_{\substack{a = 1 \\ (a, g) = 1}}^{Ft} \chi(a)h\left(\frac{a}{Ft}\right) = \sum_{\substack{b = 1 \\ (b, g) = 1}}^{F} \chi(b)h\left(\frac{b}{F}\right)
\]

(we require \( Ft | n \) since \( h \) is not defined for larger denominators).

\[\square\]
Lemma 12.15. Assume \( f_\chi | m \) and \( m | n \). Then
\[
\sum_{b=1}^{m} \chi(b)h\left(\frac{b}{m}\right) = \left(\prod_{p | m} (1 - \chi(p))\right) \sum_{b=1}^{m} \chi(b)h\left(\frac{b}{m}\right).
\]

\[
\sum_{a=1}^{n} \chi(a)h\left(\frac{am'}{n}\right) = \phi(m')\left(\prod_{p | m} (1 - \chi(p))\right) \sum_{a=1}^{f_\chi} \chi(a)h\left(\frac{a}{f_\chi}\right)
\]

Proof. See the calculations following the proof of Lemma 8.7.

Proposition 12.17. Let \( n = \prod_{i=1}^{s} p_i^{e_i} \). Let \( I \) run through all subsets of \( \{1, \ldots, s\} \), except \( \{1, \ldots, s\} \), and let \( n_I = \prod_{i \in I} p_i^{e_i} \). Then
\[
\sum_{I} \sum_{a=1}^{n} \chi(a)h\left(\frac{an_I}{n}\right) = \left(\prod_{p_i \in f_\chi} (\phi(p_i^{e_i}) + 1 - \chi(p_i))\right) \sum_{a=1}^{f_\chi} \chi(a)h\left(\frac{a}{f_\chi}\right).
\]

Proof. See the end of the proof of Theorem 8.3. This is where we need \( \chi \neq 1 \) (if \( \chi = 1 \), include \( I = \{1, \ldots, s\} \) and the result holds).

As in the case of even distributions, it is this last formula which will prove useful.

Consider
\[
G = (\mathbb{Z}/n\mathbb{Z})^\times = \text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q})
\]
(we allow \( n \equiv 2 \pmod{4} \)). Let \( \sigma_a \) be the automorphism corresponding to \( a \mod n \). Let \( b(a/n) \) be a complex-valued ordinary distribution on \((1/n)\mathbb{Z}/\mathbb{Z}\). Define
\[
H\left(\frac{c}{n}\right) = \sum_{a=1}^{n} b\left(\frac{ac}{n}\right)\sigma_a^{-1} \in \mathbb{C}[G].
\]
We claim that \( H \) is an ordinary distribution on \((1/n)\mathbb{Z}/\mathbb{Z}\). It suffices to prove this for \( b(ac/n) \) for each \( a \). Let \( r | n \). Since \( (a, n) = 1 \),
\[
\left\{ \frac{rk}{n} \mod{1} \bigg| 0 \leq j < \frac{n}{r} \right\} = \left\{ \frac{ar}{n} \mod{1} \bigg| 0 \leq k < \frac{n}{r} \right\}.
\]
Therefore,
\[
\sum_{k=0}^{(n/r)-1} b\left(\frac{a(c + rk)}{n}\right) = \sum_{j=0}^{(n/r)-1} b\left(\frac{ac + rj}{n}\right)
\]
\[
= b\left(\frac{ac}{r}\right), \text{ as desired.}
\]
This proves the claim.
Let $\chi \in \hat{G}$ be a Dirichlet character mod $n$ of conductor $f_\chi$. Let

$$\epsilon_\chi = \frac{1}{\phi(n)} \sum_{(a,n)=1} \chi(a)\sigma_a^{-1}$$

be the corresponding idempotent. Since $\epsilon_\chi \sigma_a^{-1} = \bar{\chi}(a)\epsilon_\chi$,

$$H_\chi\left(\frac{c}{n}\right) = \epsilon_\chi H\left(\frac{c}{n}\right) = \frac{1}{\phi(n)} \sum_{(a,n)=1} \bar{\chi}(a)b\left(\frac{ac}{n}\right)\epsilon_\chi.$$  

Of course, $H_\chi$ is a distribution. Let $H$ be the abelian group generated by $\{H(c/n) | 0 \leq c < n\}$ and let $H_\mathbb{C}$ be the $\mathbb{C}$-subspace of $\mathbb{C}[G]$ spanned by $H$. Then

$$\text{rank } H \geq \text{dim } H_\mathbb{C}$$

(we have an inequality since elements which are independent over $\mathbb{Z}$ could become dependent over $\mathbb{C}$ (e.g., $1, \sqrt{2}$)). Since

$$\sigma_a H\left(\frac{c}{n}\right) = H\left(\frac{ac}{n}\right),$$

$H_\mathbb{C}$ is stable under $G$, so

$$H_\mathbb{C} = \bigoplus_\chi \epsilon_\chi H_\mathbb{C},$$

hence

$$\text{dim } H_\mathbb{C} = \sum_\chi \text{dim } \epsilon_\chi H_\mathbb{C}.$$  

Observe that $H_\chi(c/n) \in \epsilon_\chi H_\mathbb{C}$ for each $c$.

We now choose the distribution $b$. Let $B_1(X) = X - \frac{1}{2}$ be the first Bernoulli polynomial, so

$$B\left(\frac{c}{n}\right) = B_1\left(\frac{c}{n}\right) = \frac{c}{n} - \frac{1}{2}, \quad c \neq 0; \quad B(0) = 0,$$

is the corresponding distribution. Let $n = \prod p_i^{e_i}$ and $l$ be as in Proposition 12.17. Then we let

$$b\left(\frac{c}{n}\right) = \sum_{T} B\left(\frac{cn_T}{n}\right).$$

Clearly $b(c/n)$ is odd, hence so is $H(c/n)$. By Proposition 12.17,

$$H_\chi\left(\frac{1}{n}\right) = \frac{1}{\phi(n)} \sum_{(a,n)=1} \bar{\chi}(a)b\left(\frac{a}{n}\right)\epsilon_\chi$$

$$= \frac{1}{\phi(n)} \left( \prod_{p_i \neq f_\chi} (\phi(p_i^{e_i}) + 1 - \bar{\chi}(p_i)) \right) \sum_{a=1}^{f_\chi} \bar{\chi}(a)B\left(\frac{a}{f_\chi}\right)\epsilon_\chi.$$
If \( \chi \) is even, the sum vanishes. If \( \chi \) is odd,

\[
\sum \bar{\chi}(a) B_{ \left( \frac{a}{f_\chi} \right) } = B_{1, \chi} \neq 0.
\]

Since the product over \( p_i \) does not vanish (each factor has positive real part),

\[
0 \neq H_\chi \left( \frac{1}{n} \right) \in \varepsilon_\chi H_C,
\]

so \( \varepsilon_\chi H_C \) is non-trivial. Since there are \( \frac{1}{2} \phi(n) \) odd characters,

\[
\text{rank } H \geq \dim H_C \geq \frac{1}{2} \phi(n).
\]

We now have an odd distribution of rank at least \( \frac{1}{2} \phi(n) \). Note that \( H(0) = 0 \), which does not affect the rank. If we ignore \( H(0) \) and some of the relations (e.g., \( \sum_{p_i = 0} H(y) = 0 \)), then we may consider \( H \) as a punctured odd distribution, which still has the same rank.

Therefore we have a punctured even distribution of rank at least \( \frac{1}{2} \phi(n) + \pi(n) - 1 \) and an odd one of rank at least \( \frac{1}{2} \phi(n) \). We want to put them together. Suppose \( h^+ \) and \( h^- \) are any two punctured distributions, with \( h^+ \) even and \( h^- \) odd. Let \( H^\pm \) be the groups generated by \( h^\pm \) and define

\[
h \left( \frac{a}{n} \right) = \left( h^+ \left( \frac{a}{n} \right), h^- \left( \frac{a}{n} \right) \right) \in H^+ \oplus H^-.
\]

Let \( H \subseteq H^+ \oplus H^- \) be the group generated by \( h \). Then

\[
h \left( \frac{a}{n} \right) + h \left( -\frac{a}{n} \right) = \left( 2h^+ \left( \frac{a}{n} \right), 0 \right) \in H
\]

and

\[
h \left( \frac{a}{n} \right) - h \left( -\frac{a}{n} \right) = \left( 0, 2h^- \left( \frac{a}{n} \right) \right) \in H.
\]

Consequently

\[
2H^+ \oplus 2H^- \subseteq H \subseteq H^+ \oplus H^-,
\]

so

\[
\text{rank } h = \text{rank } h^+ + \text{rank } h^-.
\]

Using the distributions obtained above, we obtain a punctured distribution of rank at least \( \phi(n) + \pi(n) - 1 \). Since the universal punctured ordinary distribution \( A_n^0 \) is generated by \( \phi(n) + \pi(n) - 1 \) elements (Proposition 12.11), and maps surjectively onto the group generated by the values of this distribution \( A_n^0 \) is generated by \( \phi(n) + \pi(n) - 1 \) elements (Proposition

If we had an even punctured distribution of rank greater than \( \frac{1}{2} \phi(n) + \pi(n) - 1 \), or an odd one of rank greater than \( \frac{1}{2} \phi(n) \), we could obtain a punctured distribution of too large a rank. Therefore the universal punctured even
distribution \((A_n^0)^+_n\) has rank \(\frac{1}{2}\phi(n) + \pi(n) - 1\), and the odd distribution \((A_n^0)^-_n\) has rank \(\frac{1}{2}\phi(n)\). However, we cannot conclude that \((A_n^0)_{\pm}^n\) are free abelian. We know from the above that
\[
2(A_n^0)^+_n + 2(A_n^0)^-_n \leq A_n^0,
\]
so \(2(A_n^0)_{\pm}^n\) have no torsion. But there is the possibility of 2-torsion. In fact,
\[
(A_n^0)^+_n \simeq \mathbb{Z}^{(1/2)\phi(n)+\pi(n)-1} \oplus (\mathbb{Z}/2\mathbb{Z})^{2^{r-1} - 1},
\]
and
\[
(A_n^0)^-_n \simeq \mathbb{Z}^{(1/2)\phi(n)} \oplus (\mathbb{Z}/2\mathbb{Z})^{2^r - 1 - 1}
\]
where \(r = \pi(n)\) if \(n \not\equiv 2 \pmod{4}\), \(r = \pi(n/2)\) if \(n \equiv 2 \pmod{4}\). (See C.-G. Schmidt [4], K. Yamamoto [2]).

We now consider nonpunctured distributions. \(A_n\) is a quotient of \(A_n^0 \oplus \mathbb{Z}g(0)\) by a subgroup \(\langle R \rangle\) of rank at most \(\pi(n)\), hence
\[
A_n \simeq \mathbb{Z}^e \oplus \text{torsion}
\]
with \(e \geq \phi(n)\). By Proposition 12.10,
\[
A_n \simeq \mathbb{Z}^{\phi(n)}.
\]
Since \((A_n^0)^+_n \oplus \mathbb{Z}g(0)\) modulo \(\langle R \rangle\) yields an even distribution,
\[
\text{rank } A_n^+ \geq \frac{1}{2}\phi(n).
\]
Also, we already have an odd distribution (constructed via \(B_{1,\tilde{x}} \neq 0\)) of rank at least \(\frac{1}{2}\phi(n)\). As in the case of punctured distributions, we must have
\[
A_n^\pm \simeq \mathbb{Z}^{(1/2)\phi(n)} \oplus (\mathbb{Z}/2\mathbb{Z})^C^\pm,
\]
for some integers \(C^\pm\). In this case it is easy to see that the 2-torsion actually occurs (Exercise 12.4).

We summarize what we have proved:

**Theorem 12.18.** Let \(n > 2\). For some integers \(a, b, c, d, e\), we have

- Universal punctured = \(A_n^0 \simeq \mathbb{Z}^{\phi(n)+\pi(n)-1}\),
- Universal even punctured = \((A_n^0)^+_n \simeq \mathbb{Z}^{(1/2)\phi(n)+\pi(n)-1} \oplus (\mathbb{Z}/2\mathbb{Z})^a\),
- Universal odd punctured = \((A_n^0)^-_n \simeq \mathbb{Z}^{(1/2)\phi(n)} \oplus (\mathbb{Z}/2\mathbb{Z})^b\),
- Universal = \(A_n \simeq \mathbb{Z}^{\phi(n)}\),
- Universal even = \(A_n^+ \simeq \mathbb{Z}^{(1/2)\phi(n)} \oplus (\mathbb{Z}/2\mathbb{Z})^c\),
- Universal odd = \(A_n^- \simeq \mathbb{Z}^{(1/2)\phi(n)} \oplus (\mathbb{Z}/2\mathbb{Z})^d\).

The proof of Bass' theorem is now immediate. Since
\[
(A_n^0)^+_n \rightarrow \text{group generated by } \{\log |z_n^a| - 1|, 0 < a < n\}
\]

\(\square\)
is surjective, and the latter is free abelian of rank (at least, hence exactly) \( \frac{1}{2} \phi(n) + \pi(n) - 1 \), we must have

\[
(A_n^0)^+ / (\mathbb{Z}/2\mathbb{Z})^\ast \cong \langle \log | \zeta_n^a - 1 | \rangle.
\]

This is Bass’ theorem (8.9).

\[ \square \]

**NOTES**

For more on measures, see Koblitz [1], Mazur–Swinnerton-Dyer [1], and Lang [4], [5]. For the concept of pseudo-measures, which can handle denominators, see Serre [3].

For other versions of the \( \Gamma \)-transform, see Leopoldt [10], Iwasawa [23], and Lichtenbaum [4].

For more on Iwasawa functions, see Serre [2].

The theory of universal distributions was developed by Kubert-Lang. Theorem 12.18 was proved, in more generality, by Kubert. The fact that 2-torsion must be considered in Bass’ theorem was first recognized by Ennola [1], [2].

**EXERCISES**

12.1. Give another proof of Corollary 12.6 by showing that the characters \( \psi \) of the second kind and the \( \theta \in \hat{\Lambda} \) span Step (X).

12.2. In the second section, we started with a power series \( g \in \mathcal{C}[[T]] \), obtained a measure \( d\phi_g \) on \( 1 + p\mathbb{Z}_p \) (assume \( \Delta = 1 \)). Then a measure \( d\phi_g \) on \( \mathbb{Z}_p \), which restricted to \( d\phi_g \) on \( (\mathbb{Z}/p\mathbb{Z})^{\ast} \times (1 + p\mathbb{Z}_p) \). Therefore \( d\phi_g \) corresponds to a vector of power series

\[
(\ldots, \tilde{\psi}(n), \ldots), \quad 0 \leq x \leq p - 2.
\]

Show that if \( g(T) = \sum_{n=0}^{N} a_n (1 + T)^n \) is a polynomial, then

\[
\tilde{\psi}(n) = \sum_p a_n (\log p)(1 + T)^{\log p(n + 1)}.
\]

12.3. Let \( \kappa_0 \) be as in the chapter.

(a) Let \( u \in 1 + p\mathbb{Z}_p \) (or \( 1 + 4\mathbb{Z}_2 \)). Show that there exists \( h(T) \in \mathbb{Z}_p[[T]] \) such that \( u^s = h(\kappa_0^s - 1) \).

(b) Suppose \( h_n(\kappa_0^s - 1) \) is a Cauchy sequence (in the sup norm on continuous functions on \( \mathbb{Z}_p \)) of Iwasawa functions, with \( h_n(T) \in \mathcal{C}[[T]] \). Show that there exists \( h(T) \in \mathcal{C}[[T]] \) such that

\[
\lim n \rightarrow \infty h_n(\kappa_0^s - 1) = h(\kappa_0^s - 1).
\]

(Hint: let \( s \) be close to 0. Show successively that each coefficient converges mod \( p^n \) for all \( n \)).

(c) Show that the Iwasawa functions are the closure of the span of the functions of the form \( f(s) = u^s \), with \( u \in 1 + p\mathbb{Z}_p \).
12.4. (a) Let \( p \) be an odd prime and let \( A_p^+ \) be the universal even ordinary distribution on \( (1/p)\mathbb{Z}/\mathbb{Z} \). Show that

\[
\chi = \sum_{a=1}^{(p-1)/2} g\left(\frac{a}{p}\right) \neq 0 \quad \text{but} \quad 2\chi = 0.
\]

Therefore \( A_p^+ \) has 2-torsion. (This idea may be extended to arbitrary \( n > 2 \).

(b) Let \( A_n^- \) be the universal odd ordinary distribution on \( (1/n)\mathbb{Z}/\mathbb{Z} \). Show that \( g(0) \neq 0 \) but \( 2g(0) = 0 \), hence \( A_n^- \) has 2-torsion.

12.5. ([Ennola 2]) Let \( n = 105 \). Let

\[
a_x = g\left(\frac{x}{105}\right) \in (A_{105}^0)^+.
\]

(a) Show that all relations among the \( a_x \) are generated by the relations

\[
a_x = a_{-x}
\]

\[
a_{3x} = a_x + a_{x+35} + a_{x+70}
\]

\[
a_{5x} = a_x + a_{x+21} + \cdots + a_{x+84}
\]

\[
a_{7x} = a_x + a_{x+15} + \cdots + a_{x+90}.
\]

(b) Show that in all such relations, the number of \( x \) with \( x \not\equiv 0 \mod 3 \) is even (count both sides of the equation).

(c) Show that \( r = 0 \), where

\[
r = a_1 + a_2 + a_{17} + a_{43} + a_{44} + a_{46} - a_3 + a_9 + a_{36} + a_{25} + a_{40} + a_{28},
\]

is not a relation in \( (A_{105}^0)^+ \).

(d) Show that \( 2r = 0 \) is a relation. This shows that 2-torsion must be considered in Bass' theorem.
Chapter 13

Iwasawa’s Theory of $\mathbb{Z}_p$-extensions

The theory of $\mathbb{Z}_p$-extensions has turned out to be one of the most fruitful areas of research in number theory in recent years. The subject receives its motivation from the theory of curves over finite fields, which is known to have a strong analogy with the theory of number fields. In the case of curves, it is convenient to extend the field of constants to its algebraic closure, which amounts to adding on roots of unity. There is a natural generator of the Galois group, namely the Frobenius, and its action on various modules yields zeta functions and $L$-functions. In the number field case, it turns out to be too unwieldy, at least at present, to use all roots of unity. Instead, it is possible to obtain a satisfactory theory by just adjoining the $p$-power roots of unity for a fixed prime $p$. This yields a $\mathbb{Z}_p$-extension. The action of a generator of the Galois group on a certain module yields, at least conjecturally, the $p$-adic $L$-functions.

In the present chapter, we first prove some preliminary results on $\mathbb{Z}_p$-extensions. We then determine the structure of modules over the ring $\Lambda = \mathbb{Z}_p[[T]]$. As a result, we obtain the beautiful theorem of Iwasawa which describes the behavior of the $p$-part of the class number in a $\mathbb{Z}_p$-extension. We then discuss the Main Conjecture, relating certain Galois actions to $p$-adic $L$-functions. Finally, we use logarithmic derivatives to prove a result of Iwasawa, which could be considered as a local version of the Main Conjecture, which describes local units modulo cyclotomic units in terms of $p$-adic $L$-functions. Extensions of this theorem to elliptic curves have proved very useful in the work of Coates and Wiles on the conjecture of Birch and Swinnerton-Dyer.

In this chapter we use more class field theory than in previous chapters. A summary of the necessary facts is given in an appendix.
§13.1 Basic Facts

A $\mathbb{Z}_p$-extension of a number field $K$ is an extension $K_\infty/K$ with $\text{Gal}(K_\infty/K) \simeq \mathbb{Z}_p$, the additive group of $p$-adic integers. As Proposition 13.1 below shows, it is also possible to regard a $\mathbb{Z}_p$-extension as a sequence of fields

$$K = K_0 \subset K_1 \subset \cdots \subset K_\infty = \bigcup K_n$$

with

$$\text{Gal}(K_n/K) \simeq \mathbb{Z}/p^n\mathbb{Z},$$

In Chapter 7 we showed that every number field has at least one $\mathbb{Z}_p$-extension, namely the cyclotomic $\mathbb{Z}_p$-extension. It is obtained by letting $K_\infty$ be an appropriate subfield of $K(\zeta_{p\infty})$.

**Proposition 13.1.** Let $K_\infty/K$ be a $\mathbb{Z}_p$-extension. Then, for each $n \geq 0$, there is a unique field $K_n$ of degree $p^n$ over $K$, and these $K_n$, plus $K_\infty$, are the only fields between $K$ and $K_\infty$.

**Proof.** The intermediate fields correspond to the closed subgroups of $\mathbb{Z}_p$. Let $S \neq 0$ be a closed subgroup and let $x \in S$ be such that $v_p(x)$ is minimal. Then $x\mathbb{Z}$, hence $x\mathbb{Z}_p$, is in $S$. By the choice of $x$, we must have $S = x\mathbb{Z}_p = p^n\mathbb{Z}_p$ for some $n$. The result follows. ∎

**Proposition 13.2.** Let $K_\infty/K$ be a $\mathbb{Z}_p$-extension and let $\widehat{l}$ be a prime (possibly archimedean) of $K$ which does not lie above $p$. Then $K_\infty/K$ is unramified at $\widehat{l}$. In other words, $\mathbb{Z}_p$-extensions are “unramified outside $p$.”

**Proof.** Let $I \subseteq \text{Gal}(K_\infty/K) \simeq \mathbb{Z}_p$ be the inertia group for $\widehat{l}$. Since $I$ is closed, $I = 0$ or $I = p^n\mathbb{Z}_p$ for some $n$. If $I = 0$ we are done, so assume $I = p^n\mathbb{Z}_p$. In particular, $I$ is infinite. Since $I$ must have order 1 or 2 for infinite primes, we may assume $\widehat{l}$ is non-archimedean. For each $n$, choose inductively a place $\widetilde{l}_n$ of $K_n$ lying above $\widetilde{l}_{n-1}$, with $\widetilde{l}_0 = \widehat{l}$. Let $\overline{K}_n$ be the completion, and let $\overline{K}_\infty = \bigcup \overline{K}_n$. Then

$$I \subseteq \text{Gal}(\overline{K}_\infty/\overline{K}).$$

Let $U$ be the units of $\overline{K}$. Local class field theory says that there is a continuous surjective homomorphism

$$U \to I \simeq p^n\mathbb{Z}_p.$$

But

$$U \simeq (\text{finite group}) \times \mathbb{Z}_l^a, \quad a \in \mathbb{Z},$$

where $l$ is the rational prime divisible by $\widehat{l}$ (proof: $\log_l: U \to l^{-N}\mathcal{O}$ for some $N$; the kernel is finite and $\mathcal{O}(=\text{local integers})$ is a finitely generated free $\mathbb{Z}_l$-module). Since $p^n\mathbb{Z}_p$ has no torsion, we must have a surjective and continuous map

$$\mathbb{Z}_l^a \to p^n\mathbb{Z}_p \to p^n\mathbb{Z}_p/p^{n+1}\mathbb{Z}_p.$$
However, $\mathbb{Z}_p^a$ has no closed subgroups of index $p$, so we have a contradiction. This completes the proof. \qed

The proposition may also be proved without class field theory. See Long [1], p. 94.

**Lemma 13.3.** Let $K_\infty/K$ be a $\mathbb{Z}_p$-extension. At least one prime ramifies in this extension, and there exists $n \geq 0$ such that every prime which ramifies in $K_\infty/K_n$ is totally ramified.

**Proof.** Since the class number of $K$ is finite, the maximal abelian unramified extension of $K$ is finite, so some prime must ramify in $K_\infty/K$. We know that only finitely many primes of $K$ ramify in $K_\infty/K$ by Proposition 13.2. Call them $\mathfrak{p}_1, \ldots, \mathfrak{p}_s$, and let $I_1, \ldots, I_s$ be the corresponding inertia groups. Then

$$\bigcap I_j = p^n \mathbb{Z}_p$$

for some $n$. The fixed field of $p^n \mathbb{Z}_p$ is $K_n$ and $\text{Gal}(K_\infty/K_n)$ is contained in each $I_j$. Therefore all primes above each $\mathfrak{p}_j$ are totally ramified in $K_\infty/K_n$. This completes the proof. \qed

However, it is possible to have $K_n/K$ unramified for some $n$ (see Exercises 13.3 and 13.4).

We already know that every number field $K$ has at least one $\mathbb{Z}_p$-extension, namely the cyclotomic $\mathbb{Z}_p$-extension defined in Chapter 7. However, there could be more. Let $E_1$ be those units of $K$ which are congruent to 1 modulo every prime $\mathfrak{p}$ of $K$ lying above $p$. Let $U_1, \mathfrak{p}$ denote the local units congruent to 1 mod $\mathfrak{p}$. There is an embedding

$$E_1 \rightarrow U_1 = \prod_{\mathfrak{p} \mid p} U_1, \mathfrak{p}$$

$$\varepsilon \mapsto (\varepsilon, \ldots, \varepsilon).$$

The closure $\bar{E}_1$ is a $\mathbb{Z}_p$-module. Leopoldt's conjecture predicts that the $\mathbb{Z}_p$-rank is $r_1 + r_2 - 1$, where $r_1, r_2$ have the usual meanings. We know this is true for abelian number fields (Corollary 5.32).

**Theorem 13.4.** Suppose the $\mathbb{Z}_p$-rank of $\bar{E}_1$ is $r_1 + r_2 - 1 - \delta$, with $\delta \geq 0$. Then there are $r_2 + 1 + \delta$ independent $\mathbb{Z}_p$-extensions of $K$. In other words, if $\bar{K}$ is the compositum of all $\mathbb{Z}_p$-extensions of $K$, then $\text{Gal}(\bar{K}/K) \cong \mathbb{Z}_p^{r_2 + 1 + \delta}$.

**Proof.** Let $\bar{K}$ be as above and $F$ the maximal abelian extension of $K$ which is unramified outside $p$. Then $\bar{K} \subseteq F$. Let $J$ denote the idèles of $K$. By class field theory, there is a closed subgroup $H$ with

$$K^\times \subseteq H \subseteq J$$

such that

$$J/H \cong \text{Gal}(F/K).$$
Let $U_{\tilde{l}}$ denote the local unit group at a finite prime $\tilde{l}$ of $K$, and $U_{l} = K_{l}^{*}$ if $\tilde{l}$ is archimedean. Let

$$U' = \prod_{\wp | p} U_{\wp}, \quad U'' = \prod_{l \neq \tilde{l}} U_{l}, \quad U = U' \times U''.$$  

All of these may be regarded as subgroups of $J$ by putting a 1 in all the remaining components for $U'$ and $U''$. $U$ is an open subgroup. Since $F/K$ is unramified outside $p$, $U'' \subseteq H$. Since $F$ is maximal, we must have

$$H = K^{*}U''$$

(technical point: we need $J/K^{*}U''$ to be totally disconnected; but this will follow from the fact that this is true for $U_{1}$). Let

$$J' = J/H,$$

and

$$J'' = K^{*}U/H = U'H/H \simeq U'/U' \cap H.$$  

Let $U_{1} = \prod_{\wp | p} U_{1,\wp}$ be as in the discussion preceding the statement of the theorem. Then

$$U' = U_{1} \times (\text{finite group}).$$

Therefore

$$J'' \simeq U'/U' \cap H = (\text{finite}) \times U_{1}(U' \cap H)/(U' \cap H) \simeq (\text{finite}) \times U_{1}/U_{1} \cap H.$$  

We have a map

$$\psi: E_{1} \to U_{1} \subset J$$

as above, but note that $\psi(e)$ has component 1 at all $l \neq p$. So this is not the same as $K^{*} \hookrightarrow J$.

**Lemma 13.5.** $U_{1} \cap H = U_{1} \cap \overline{K^{*}U''} = \overline{\psi(E_{1})}$.

**Proof.** Let $e \in E_{1}$. Then $\psi(e) \in U_{1}$. Also

$$\psi(e) = (e) \left( \frac{\psi(e)}{e} \right) \in K^{*}U''$$

since $\psi(e)/e$ has component 1 at all $\wp | p$. Taking closures, we obtain one inclusion.

The reverse inclusion is more difficult. Since $U$ has a "nice" topology, we may obtain the closure of an arbitrary subset $S$ by taking the intersection of (a cofinal subset of) the closed neighborhoods of $S$. If $U_{n,\wp}$ denotes those units congruent to 1 mod $\wp''$ and $U_{n} = \prod_{\wp | p} U_{n,\wp}$ (put 1 in all components for $\wp \not| p$) then

$$K^{*}U'' = \bigcap_{n} K^{*}U''U_{n}.$$
Also, we have

$$\overline{\psi(E_1)} = \bigcap_n \psi(E_1) U_n.$$  

It suffices to show that

$$U_1 \cap K^\times U'' U_n \subseteq \psi(E_1) U_n.$$  

Let $x \in K^\times$, $u'' \in U''$, $u \in U_n$. Suppose

$$xu''u \in U_1.$$  

Then $xu'' \in U_1$. Since $u''$ has component 1 at all $p$, $x$ must be a principal unit at these primes. Since $U_1$ has component 1 at $\mathfrak{p}$, $u''$ is a unit at $\mathfrak{p}$, and $u''$ is a unit at $\mathfrak{p}$ everywhere, so $x$ is a global unit, in fact $x \in E_1$. At $\mathfrak{p}$, $xu'' = 1$. This is exactly what it means for $xu''$ to be in $\psi(E_1)$. Consequently

$$xu''u \in \psi(E_1) U_n.$$  

This completes the proof of Lemma 13.5. \hfill \Box

The logarithm maps $U_{n,p} \simeq \mathfrak{o}_{p} \simeq \mathcal{O}_{p}$ for large enough $n$, by Proposition 5.7. But $\mathcal{O}_{p} \simeq \mathbb{Z}_{p}^{e_{p} f_{p}}$, where $e_{p}, f_{p}$ denote the ramification and residue class degrees. Also, $[K : \mathbb{Q}] = \sum e_{p} f_{p}$. We obtain

$$U_1 \simeq \text{(finite)} \times \mathbb{Z}_{p}^{[K : \mathbb{Q}]}.$$  

Therefore

$$U_1/U_1 \cap H = U_1/\overline{\psi(E_1)} \simeq \text{(finite)} \times \mathbb{Z}_{p}^{r_2 + 1 + \delta}.$$  

A similar statement holds for $J''$.

We want information about $J'$. But

$$J'/J'' \simeq J/K^\times U \simeq \text{ideal class group of } K$$

(see the appendix on class field theory; better: prove it yourself). Consequently

$$J'/\mathbb{Z}_{p}^{r_2 + 1 + \delta} \simeq \text{finite group}.$$  

This is approximately what we want. However, we need the quotient of $J'$ by a finite group to be $\mathbb{Z}_{p}^{r_2 + 1 + \delta}$, since then the fixed field of the finite group is $L$. Let $N$ be the order of the finite group in the last equation above. Then

$$N \mathbb{Z}_{p}^{r_2 + 1 + \delta} \subseteq NJ' \subseteq \mathbb{Z}_{p}^{r_2 + 1 + \delta},$$  

so

$$NJ' \simeq \mathbb{Z}_{p}^{r_2 + 1 + \delta}, \text{ as a } \mathbb{Z}_{p}\text{-module}.$$
(we are writing $J'$ additively). Let $J'_N = \{x \in J'| Nx = 0 \}$. Then $J'_N$ is closed and

$$J'/J'_N \simeq N J' \simeq \mathbb{Z}_p^{r+1+\delta}.$$

It is easy to see that $J'_N$ is finite: if it had order larger than $N$, then two elements of $J'_N$ would have the same representative in the finite group above. Hence their difference, which is killed by $N$, would be a nontrivial element of finite order in $\mathbb{Z}_p^{r+1+\delta}$. This is impossible, so $J'_N$ is finite.

The fixed field of $J'_N \subseteq J' = \text{Gal}(F/K)$ must be $\tilde{K}$, so the proof is complete. 

\[ \square \]

**Corollary 13.6.** Let $H$ be the Hilbert class field of $K$ and let $F$ be the maximal abelian extension of $K$ unramified outside $p$. Then

$$\text{Gal}(F/H) \simeq \left( \prod_{\rho \mid p} U_{\rho} \right)/\overline{E},$$

where $\overline{E}$ is the closure of $E$, embedded in $\prod U_{\rho}$ diagonally.

**Proof.** $\text{Gal}(F/K) \simeq J'$, and the closed subgroup $J''$ corresponds to $H$. Hence $\text{Gal}(F/H) \simeq J'' \simeq U'/U' \cap H$. The same proof as for Lemma 13.5 shows that $U' \cap H = \overline{\psi(E)}$. The result follows. \[ \square \]

### §13.2 The Structure of $\Lambda$-modules

Let $\Lambda = \mathbb{Z}_p[[T]]$. Recall that a nonconstant polynomial $P(T) \in \Lambda$ is called distinguished if

$$P(T) = T^n + a_{n-1}T^{n-1} + \cdots + a_0, \quad p \mid a_i, \quad 0 \leq i \leq n - 1.$$  

By the $p$-adic Weierstrass Preparation Theorem (7.3), if $f(T) \in \Lambda$ is nonzero, then we may uniquely write

$$f(T) = p^\mu P(T) U(T)$$

with $\mu \geq 0$, $P(T)$ distinguished, and $U(T) \in \Lambda^\times$. By Lemma 7.5, if $f$ is a polynomial so is $U$. Also, there is a division algorithm (Proposition 7.2) for distinguished polynomials: if $f(T) \in \Lambda$ and $P(T)$ is distinguished then (uniquely)

$$f(T) = q(T) P(T) + r(T)$$

with $r(T) \in \mathbb{Z}_p[T], \deg r(T) < \deg P(T)$ (let $\deg 0 = -\infty$, for convenience).

It follows from the above that $\Lambda$ is a unique factorization domain, whose irreducible elements are $p$ and the irreducible distinguished polynomials. The units are the power series with constant term in $\mathbb{Z}_p^\times$.

**Lemma 13.7.** Suppose $f, g \in \Lambda$ are relatively prime. Then the ideal $(f, g)$ is of finite index in $\Lambda$. 

PROOF. Let \( h \in (f, g) \) be of minimal degree. Then \( h = p^sH \) with \( H = 1 \) or \( H \) distinguished. Suppose \( H \neq 1 \). Since \( f \) and \( g \) are relatively prime, we may assume \( H \) does not divide \( f \). But

\[
f = Hq + r, \quad \deg r < \deg H = \deg h,
\]

so

\[
p^sf = hq + p^sr.
\]

Since \( \deg(p^sr) < \deg h \) and \( p^sr \in (f, g) \), we have a contradiction. Therefore \( H = 1 \) and \( h = p^s \). Without loss of generality, we may assume \( f \) is not divisible by \( p \) and is distinguished. Otherwise, use \( g \) or divide by a unit. We have

\[
(f, g) \cong (p^s, f).
\]

By the division algorithm, any element of \( \Lambda \) is congruent mod \( f \) to a polynomial of degree less than \( \deg f \). Since there are only finitely many such polynomials mod \( p^s \), the ideal \( (p^s, f) \) has finite index. This completes the proof. \( \square \)

**Lemma 13.8.** Suppose \( f, g \in \Lambda \) are relatively prime. Then

1. the natural map

\[
\Lambda/(fg) \rightarrow \Lambda/(f) \oplus \Lambda/(g)
\]

is an injection with finite cokernel;

2. there is an injection

\[
\Lambda/(f) \oplus \Lambda/(g) \rightarrow \Lambda/(fg)
\]

with finite cokernel.

PROOF. (1) Since \( \Lambda \) is a unique factorization domain, the map is an injection. Consider \( (a \mod f, b \mod g) \). If \( a - b \in (f, g) \), then \( a - b = fA + gB \), for some \( A, B \). Let

\[
c = a - fA = b + gB.
\]

Then

\[
c \equiv a \mod f, \quad c \equiv b \mod g,
\]

so \( (a, b) \) is in the image. Now let \( r_1, \ldots, r_n \in \Lambda \) be representatives for \( \Lambda/(f, g) \). It follows that

\[
\{(0 \mod f, r_j \mod g)|1 \leq j \leq n\}
\]

is a set of representatives for the cokernel of the above map. This proves (1).

(2) From (1),

\[
\Lambda/(fg) \cong M \subseteq \Lambda/(f) \oplus \Lambda/(g) \overset{\text{def}}{=} N
\]

with $M$ of finite index in $N$. Let $P$ be any distinguished polynomial in $\Lambda$ which is relatively prime to $fg$. If $(x, y) \in N$, then

$$(P^i)(x, y) \equiv (P^j)(x, y) \mod M$$

for some $i < j$. Since

$$1 - P^{i-j} \in \Lambda^\times,$$

we have

$$P^i(x, y) \in M.$$ 

It follows that $P^k N \subseteq M$ for some $k$. (Alternatively, this follows from the fact that $P^k \to 0$ in $\Lambda$). Suppose $P^k(x, y) = 0$ in $N$, so $f|P^k x$, $g|P^k y$. Since $\gcd(P, fg) = 1$, $f|x$ and $g|y$; so $(x, y) = 0$ in $N$. Therefore

$$N \to M \cong \Lambda/(fg)$$

is injective. The image contains the ideal $(P^k, fg)$, which is of finite index by Lemma 13.7. This completes the proof. 

**Proposition 13.9.** The prime ideals of $\Lambda$ are 0, $(p, T)$, $(p)$, and the ideals $(P(T))$ where $P(T)$ is irreducible and distinguished. The ideal $(p, T)$ is the unique maximal ideal.

**PROOF.** All the above are easily seen to be prime ideals. Let $\mathfrak{p} \neq 0$ be prime. Let $h \in \mathfrak{p}$ be of minimal degree. Then $h = p^k H$ with $H = 1$ or $H$ distinguished. Since $\mathfrak{p}$ is prime, $p \in \mathfrak{p}$ or $H \in \mathfrak{p}$. If $1 \neq H \in \mathfrak{p}$ then $H$ must be irreducible by the minimality of the degree of $h$. Therefore, in both cases, $(f) \subseteq \mathfrak{p}$ where $f = p$ or $f$ is irreducible and distinguished. If $(f) = \mathfrak{p}$, then $\mathfrak{p}$ is on the above list so we are done. Therefore assume $(f) \neq \mathfrak{p}$, so there is a $g \in \mathfrak{p}$ with $f \not| g$. Since $f$ is irreducible, $f$ and $g$ are relatively prime. Lemma 13.7 implies that $\mathfrak{p}$ is of finite index in $\Lambda$. Since $\Lambda/\mathfrak{p}$ is a finite $\mathbb{Z}_p$-module, $p^N \in \mathfrak{p}$ for large $N$, hence $p \in \mathfrak{p}$ since $\mathfrak{p}$ is prime. Also, $T^i \equiv T^j \mod \mathfrak{p}$ for some $i < j$. But $1 - T^{i-j} \in \Lambda^\times$, so $T^i \in \mathfrak{p}$. Therefore $T \in \mathfrak{p}$, so $(p, T) \subseteq \mathfrak{p}$. But $\Lambda/(p, T) \cong \mathbb{Z}/p\mathbb{Z}$, so $(p, T)$ is maximal and $\mathfrak{p} = (p, T)$.

Since all the prime ideals are contained in $(p, T)$, this is the only maximal ideal. This completes the proof. 

**Lemma 13.10.** Let $f \in \Lambda$ then $\Lambda/(f)$ is infinite.

**PROOF.** We may assume $f \neq 0$. It suffices to consider $f = p$ and $f = \text{distinguished}$. If $f = p$, $\Lambda/(f) \cong \mathbb{Z}/p\mathbb{Z}[[T]]$. If $f$ is distinguished, use the division algorithm. 

**Lemma 13.11.** $\Lambda$ is a Noetherian ring.

**PROOF.** It is known (Lang's Algebra) that if $A$ is Noetherian then so is $A[[T]]$. One could also use the Hilbert basis theorem ($A$ Noetherian $\Rightarrow A[T]$ Noetherian) since the generators of an ideal may always be assumed to be polynomials.
Definition. Two \( \Lambda \)-modules \( M \) and \( M' \) are said to be pseudo-isomorphic, written

\[ M \sim M', \]

if there is a homomorphism \( M \to M' \) with finite kernel and co-kernel. In other words, there is an exact sequence of \( \Lambda \)-modules

\[ 0 \to A \to M \to M' \to B \to 0 \]

with \( A \) and \( B \) finite \( \Lambda \)-modules.

Warning. \( M \sim M' \) does not imply \( M' \sim M \). For example, \( (p, T) \sim \Lambda \), obviously. But suppose \( \Lambda \to (p, T) \). Let \( f(T) \) be the image of \( 1 \in \Lambda \). Then the image of \( \Lambda \) is \( (f) \subseteq (p, T) \). But \( \Lambda/(f) \) is infinite, so \( (p, T)/(f) \) is infinite. Hence, the cokernel is infinite. However, it can be shown that for finitely generated \( \Lambda \)-torsion \( \Lambda \)-modules, \( M \sim M' \iff M' \sim M \).

Lemma 13.8 says that if \( (f, g) = 1 \) then

\[ \Lambda/(fg) \sim \Lambda/(f) \oplus \Lambda/(g) \quad \text{and} \quad \Lambda/(f) \oplus \Lambda/(g) \sim \Lambda/(fg). \]

We shall need to know the structure of finitely generated \( \Lambda \)-modules. The following theorem was first proved by Iwasawa in terms of the group ring \( \mathbb{Z}_p[[\Gamma]] \). Serre observed that the group ring is isomorphic to \( \Lambda \) and deduced the structure theorem from some general results in commutative algebra. Paul Cohen showed that one could give a proof via row and column operations, just as is done for modules over principal ideal domains. In the following, we follow Lang's treatment [4] of Cohen's proof.

Theorem 13.12. Let \( M \) be a finitely generated \( \Lambda \)-module. Then

\[ M \sim \Lambda^r \oplus \left( \bigoplus_{i=1}^s \Lambda/(p^{ni}) \right) \oplus \left( \bigoplus_{j=1}^t \Lambda/(f_j(T)^{m_j}) \right), \]

where \( r, s, t, n_i, m_j \in \mathbb{Z} \), and \( f_j \) is distinguished and irreducible.

Proof. Note that the result is the same as for modules over principal ideal domains, except that there is only a pseudo-isomorphism. The proof will use an extension of the techniques employed in that theorem (the reader who has not seen the p.i.d. theorem proved via row and column operations should immediately consult an algebra text).

Suppose \( M \) has generators \( u_1, \ldots, u_n \), with various relations

\[ \lambda_1 u_1 + \cdots + \lambda_n u_n = 0, \quad \lambda_i \in \Lambda. \]

Since the relations \( R \) are a submodule of \( \Lambda^n \), and \( \Lambda \) is Noetherian, the relations are finitely generated. So we can represent \( M \) by a matrix whose rows are of the form \( (\lambda_1, \ldots, \lambda_n) \), where \( \sum \lambda_i u_i = 0 \) is a relation. By abuse of notation, we call this matrix \( R \).

We first review the basic row and column operations, which correspond to changing the generators of \( R \) and \( M \).
Operation A. We may permute the rows or permute the columns.

Operation B. We may add a multiple of a row (or column) to another row (column). Special case: if $\lambda' = q\lambda + r$ then

$$
\left( \begin{array}{ccc}
\vdots & \cdots & \cdots \\
\lambda & \cdots & \lambda' \\
\vdots & \cdots & \vdots 
\end{array} \right) \rightarrow \left( \begin{array}{ccc}
\vdots & \cdots & \cdots \\
\lambda & \cdots & r \\
\vdots & \cdots & \vdots 
\end{array} \right)
$$

Operation C. We may multiply a row or column by an element of $\Lambda^\times$.

The above operations are used for principal ideal domains. However, we have three additional operations, which are where the pseudo-isomorphisms enter.

Operation 1. If $R$ contains a row $(\lambda_1, p\lambda_2, \ldots, p\lambda_n)$ with $p \nmid \lambda_1$, then we may change $R$ to the matrix $R'$ whose first row is $(\lambda_1, \lambda_2, \ldots, \lambda_n)$ and the remaining rows are the rows of $R$ with the first elements multiplied by $p$. In pictures:

$$
\left( \begin{array}{ccc}
\lambda_1 & p\lambda_2 & \cdots \\
\alpha_1 & \alpha_2 & \cdots \\
\beta_1 & \beta_2 & \cdots 
\end{array} \right) \rightarrow \left( \begin{array}{ccc}
\lambda_1 & \lambda_2 & \cdots \\
p\alpha_1 & \alpha_2 & \cdots \\
p\beta_1 & \beta_2 & \cdots 
\end{array} \right).
$$

As a special case, if $\lambda_2 = \cdots = \lambda_n = 0$ then we may multiply $\alpha_1, \beta_1, \ldots$ by an arbitrary power of $p$.

Proof. In $R$ we have the relation

$$
\lambda_1 u_1 + p(\lambda_2 u_2 + \cdots + \lambda_n u_n) = 0.
$$

Let $M' = M \oplus v\Lambda$, with a new generator $v$, modulo the additional relations

$$
(-u_1, pv) = 0, \quad (\lambda_2 u_2 + \cdots + \lambda_n u_n, \lambda_1 v) = 0.
$$

There is a natural map $M \rightarrow M'$. Suppose $m \mapsto 0$. Then $m$ lies in the module of relations, so

$$
(m, 0) = a(-u_1, pv) + b(\lambda_2 u_2 + \cdots + \lambda_n u_n, \lambda_1 v)
$$

with $a, b \in \Lambda$. Therefore

$$
ap = -b\lambda_1.
$$

Since $p \nmid \lambda_1$ by assumption, $p \mid b$. Also, $\lambda_1 | a$. In the $M$-component,

$$
m = -\frac{a}{\lambda_1} (\lambda_1 u_1) - \frac{a}{\lambda_1} p(\lambda_2 u_2 + \cdots + \lambda_n u_n)
$$

$$
= -\frac{a}{\lambda_1}(0) = 0.
$$
Since the images of $pv$ and $\lambda_1 v$ in $M'$ are in the image of $M$, the ideal $(p, \lambda_1)$ annihilates $M'/M$. Since $\Lambda/(p, \lambda_1)$ is finite and $M'$ is finitely generated, $M'/M$ is finite. Therefore

$$M \sim M'.$$

The new module $M'$ has generators $v, u_2, \ldots, u_n$. Any relation $\alpha_1 u_1 + \cdots + \alpha_n u_n = 0$ becomes $p\alpha_1 v + \cdots + \alpha_n u_n = 0$, so the first column is multiplied by $p$, as claimed. We also have the relation $\lambda_1 v + \cdots + \lambda_n u_n$. So the new matrix $R'$ has the form stated above (we removed the redundant row $(p\lambda_1, \ldots, p\lambda_n)$).

**Operation 2.** If all elements in the first column of $R$ are divisible by $p^k$ and if there is a row $(p^k\lambda_1, \ldots, p^k\lambda_n)$ with $p \nmid \lambda_1$, then we may change to the matrix $R'$ which is the same as $R$ except that $(p^k\lambda_1, \ldots, p^k\lambda_n)$ is replaced by $(\lambda_1, \ldots, \lambda_n)$. In pictures:

$$
\begin{pmatrix}
  p^k\lambda_1 & p^k\lambda_2 & \cdots \\
p^k\alpha_1 & \alpha_2 & \cdots 
\end{pmatrix} \rightarrow
\begin{pmatrix}
  \lambda_1 & \lambda_2 & \cdots \\
p^k\alpha_1 & \alpha_2 & \cdots 
\end{pmatrix}
$$

**Proof.** Let $M' = M \oplus \Lambda v$ modulo the relations

$$(p^k u_1, -p^k v) = 0, \quad (\lambda_2 u_2 + \cdots + \lambda_n u_n, \lambda_1 v) = 0.$$

As before, the fact that $p \nmid \lambda_1$ allows us to conclude that $M$ embeds in $M'$. Also, the ideal $(p^k, \lambda_1)$ annihilates $M'/M$, so the quotient is finite. Consequently $M \sim M'$.

Using the fact that $p^k(u_1 - v) = 0$ and the fact that $p^k$ divides the first coefficient of all relations involving $u_1$, we find that

$$M' = M'' \oplus (u_1 - v)\Lambda,$$

where $M''$ is generated by $v, u_2, \ldots, u_n$ and has relations generated by $(\lambda_1, \ldots, \lambda_n)$ and $R$. Therefore $M''$ has $R'$ for its relations. Note that

$$(u_1 - v)\Lambda \simeq \Lambda/(p^k),$$

which is already of the desired form. So it suffices to work with $M''$ and $R'$.

**Operation 3.** If $R$ contains a row $(p^k\lambda_1, \ldots, p^k\lambda_n)$, and for some $\Lambda$ with $p \nmid \lambda$, $(\lambda_1, \ldots, \lambda_n)$ is also a relation (not necessarily explicitly contained in $R$), then we may change $R$ to $R'$, where $R'$ is the same as $R$ except that $(p^k\lambda_1, \ldots, p^k\lambda_n)$ is replaced by $(\lambda_1, \ldots, \lambda_n)$.

**Proof.** Consider the surjection

$$M \rightarrow M' = M/(\lambda_1 u_1 + \cdots + \lambda_n u_n)\Lambda.$$

The kernel is annihilated by the ideal $(\lambda, p^k)$. Since $M$, hence the kernel, is finitely generated, and since $\Lambda/(\lambda, p)$ is finite, the kernel must be finite; so $M \sim M'$. Clearly $M'$ has $R'$ as its relation matrix.
This completes our list of operations. We call $A, B, C, 1, 2, 3$ admissible operations. Note that all of them preserve the size of the matrix.

We are now ready to begin. If $0 \neq f \in \Lambda$, then

$$f(T) = p^{\mu} P(T) U(T),$$

with $P$ distinguished and $U \in \Lambda^{\times}$. Let

$$\deg_w f = \begin{cases} \infty, & \mu > 0 \\ \deg P(T), & \mu = 0; \end{cases}$$

this is called the Weierstrass degree of $f$. Given a matrix $R$, define

$$\deg^{(k)}(R) = \min \deg_w (a_{ij}') \quad \text{for } i, j \geq k,$$

where $(a_{ij}')$ ranges over all relation matrices obtained from $R$ via admissible operations which leave the first $(k - 1)$ rows unchanged (we allow $a_{ij}$ for $i \geq k$ and all $j$ to change; we also allow operations such as $B$ which use, but do not change, the first $(k - 1)$ rows).

If the matrix $R$ has the form

$$\begin{pmatrix} \lambda_{11} & 0 & 0 & \cdots & 0 \\ \vdots \\ 0 & \lambda_{r-1,r-1} & 0 & \cdots & 0 \\ * & \cdots & * & \cdots & * \\ * & \cdots & * & \cdots & * \end{pmatrix} = \begin{pmatrix} D_{r-1} & 0 \\ A & B \end{pmatrix}$$

with $\lambda_{kk}$ distinguished and

$$\deg \lambda_{kk} = \deg_w \lambda_{kk} = \deg^{(k)}(R), \quad \text{for } 1 \leq k \leq r - 1,$$

then we say that $T$ is in $(r - 1)$-normal form.

**Claim.** If the submatrix $B \neq 0$ then $R$ may be transformed, via admissible operations, into $R'$ which is in $r$-normal form and has the same first $(r - 1)$ diagonal elements.

**Proof.** The “special case” of Operation 1 allows us to assume, when necessary, that a large power of $p$ divides each $\lambda_{ij}$ with $i \geq r$ and $j \leq r - 1$. That is, $p^N | A$, with $N$ large (large enough that $p^N \not | B$). Using Operation 2, we may assume that $p \not | B$. We may also assume that $B$ contains an entry $\lambda_{ij}$ such that

$$\deg_w \lambda_{ij} = \deg^{(r)}(R) < \infty.$$

If $\lambda_{ij} = P(T) U(T)$, then multiply the $j$th column by $U^{-1}$. Therefore we may assume $\lambda_{ij}$ is distinguished. (Since the first $r - 1$ rows have 0 in the $j$th column, they do not change). Operation $A$ lets us assume $\lambda_{ij} = \lambda_{rr}$ (again, the 0’s help us).
By the division algorithm (special case of B), we may assume that $\lambda_{rj}$ is a polynomial with
\[
\deg \lambda_{rj} < \deg \lambda_{rr}, \quad j \neq r,
\]
and
\[
\deg \lambda_{rj} < \deg \lambda_{jj}, \quad j < r.
\]
Since $\lambda_{rr}$ has minimal Weierstrass degree in $B$, we must have $p | \lambda_{rj}$ for $j > r$.
By 1, we may assume $p^N | \lambda_{rj}, j < r$, for some large $N$. Suppose $\lambda_{rj} \neq 0$ for some $j > r$. Operation 1 lets us remove the power of $p$ from some nonzero $\lambda_{rj}$ with $j > r$ (the 0's above are left unchanged). Then
\[
\deg_w \lambda_{rj} = \deg \lambda_{rj} < \deg \lambda_{rr} = \deg_w \lambda_{rr},
\]
which is impossible. Consequently, $\lambda_{rj} = 0$ for $j > r$.

If some $\lambda_{rj} \neq 0$ for $j < r$, use Operation 1 to obtain $p \nmid \lambda_{rj}$ for some $j$. But then
\[
\deg_w \lambda_{rj} \leq \deg \lambda_{rj} < \deg \lambda_{jj} = \deg_w \lambda_{jj}.
\]
Since
\[
\deg_w \lambda_{jj} = \deg^{(j)}(R),
\]
this contradicts the definition of $\deg^{(j)}(R)$. Therefore $\lambda_{rj} = 0$ for all $j \neq r$. This proves the claim. \hfill $\square$

If we start with a matrix $R$ and $r = 1$, we may successively change $R$ until we obtain a matrix
\[
\begin{pmatrix}
\lambda_{11} & 0 \\
\vdots & \ddots & \ddots \\
A & \cdots & \lambda_{rr} & 0 \\
\end{pmatrix}
\]
with each $\lambda_{jj}$ distinguished and $\deg \lambda_{jj} = \deg^{(j)}(R)$ for $j \leq r$. By the division algorithm, we may assume that $\lambda_{ij}$ is a polynomial and
\[
\deg \lambda_{ij} < \deg \lambda_{jj}, \quad \text{for } i \neq j.
\]
Suppose $\lambda_{ij} \neq 0$ for some $i \neq j$. Since $\deg_w \lambda_{jj}$ is minimal, $p | \lambda_{ij}$; so we have a nonzero relation $(\lambda_{i1}, \ldots, \lambda_{ir}, 0, \ldots, 0)$ which is divisible by $p$. Let $\lambda = \lambda_{11} \cdots \lambda_{rr}$. Then $p \nmid \lambda$, since the $\lambda_{jj}$'s are distinguished; and
\[
\begin{pmatrix}
\frac{1}{p} \lambda_{i1}, \ldots, \frac{1}{p} \lambda_{ir}, 0, \ldots, 0
\end{pmatrix}
\]
is also a relation, since $\lambda_{jj} u_j = 0$. By Operation 3 we may assume $p$ does not divide $\lambda_{ij}$ for some $j$, so
\[
\deg_w \lambda_{ij} \leq \deg \lambda_{ij} < \deg \lambda_{jj} = \deg^{(j)}(R).
\]
This is impossible. Therefore $\lambda_{ij} = 0$ for all $i$ and $j$ with $i \neq j$. This means $A = 0$. In terms of $\Lambda$-modules, we have

$$\Lambda/\langle \lambda_{1,1} \rangle \oplus \cdots \oplus \Lambda/\langle \lambda_{r,r} \rangle \oplus \Lambda^{n-r}.$$

Putting back in the factors $\Lambda/(p^k)$ which were discarded in Operation 2, we obtain the desired result, except that the $\lambda_{ii}$ are not necessarily irreducible. Lemma 13.8 takes care of this problem. This completes the proof of Theorem 13.12.

\[\square\]

§13.3 Iwasawa’s Theorem

The purpose of this section is to prove the following result.

**Theorem 13.13.** Let $K_\infty/K$ be a $\mathbb{Z}_p$-extension. Let $p^n$ be the exact power of $p$ dividing the class number of $K_n$. Then there exist integers $\lambda \geq 0$, $\mu \geq 0$, and $\nu$, all independent of $n$, and an integer $n_0$ such that

$$e_n = \lambda n + \mu p^n + \nu \quad \text{for all } n \geq n_0.$$

**Proof.** Let $\Gamma = \text{Gal}(K_\infty/K) \simeq \mathbb{Z}_p$, and let $\gamma_0$ be a topological generator of $\Gamma$, as in Chapter 7. Let $L_n$ be the maximal unramified abelian $p$-extension of $K_n$, so $X_n = \text{Gal}(L_n/K_n) \simeq A_n = p$-Sylow of the ideal class group of $K_n$. Let $L = \bigcup_{n \geq 0} L_n$ and $X = \text{Gal}(L/K_\infty)$. Each $L_n$ is Galois over $K$ since $L_n$ is maximal, so $L/K$ is also Galois. Let $G = \text{Gal}(L/K)$. We have the following diagram.

![Diagram](image)

The idea will be to make $X$ into a $\Gamma$-module, hence a $\Lambda$-module. It will be shown to be finitely generated and $\Lambda$-torsion, hence pseudo-isomorphic to a direct sum of modules of the form $\Lambda/(p^k)$ and $\Lambda/(P(T)^k)$. It is easy to calculate what happens at the $n$th level for these modules. We then transfer the result back to $X$ to obtain the theorem.

We start with the following special case.
Assumption. All primes which are ramified in $K_\infty/K$ are totally ramified.

By Lemma 13.3, this may be accomplished by replacing $K$ by $K_m$ for some $m$. By our assumption,

$$K_{n+1} \cap L_n = K_n,$$

so

$$\text{Gal}(L_n/K_n) \simeq \text{Gal}(L_n K_{n+1}/K_{n+1}),$$

which is a quotient of $X_{n+1}$. We have a map

$$X_{n+1} \to X_n.$$

This corresponds to the norm map $A_{n+1} \to A_n$ on ideal class groups (see the appendix on class field theory). Observe that

$$X_n \simeq \text{Gal}(L_n K_\infty/K_\infty),$$

so

$$\lim X_n \simeq \lim \text{Gal}(L_n K_\infty/K_\infty) = \text{Gal}(L/K_\infty) = X.$$

Let $\gamma \in \Gamma_n = \Gamma / \Gamma_p^n$. Extend $\gamma$ to $\tilde{\gamma} \in \text{Gal}(L_n/K)$. Let $x \in X_n$. Then $\gamma$ acts on $x$ by

$$x^\gamma = \tilde{\gamma} x (\tilde{\gamma})^{-1}.$$

Since $\text{Gal}(L_n/K_n)$ is abelian, $x^\gamma$ is well-defined. (This action corresponds to the action on $A_n$). Therefore $X_n$ becomes a $\mathbb{Z}_p[\Gamma_n]$-module. Representing an element of $X \simeq \lim X_n$ as a vector $(x_0, x_1, \ldots)$, and letting $\mathbb{Z}_p[\Gamma_n]$ act on the $n$th component, we easily find that $X$ becomes a module over $\Lambda \simeq \lim \mathbb{Z}_p[\Gamma_n]$.

(The only thing to be checked is that $x^\gamma \in X$, and this is easy to do). The polynomial $1 + T \in \Lambda$ acts as $\gamma_0 \in \Gamma$. We have

$$x^\gamma = \tilde{\gamma} x \tilde{\gamma}^{-1}, \quad \text{for } \gamma \in \Gamma, \ x \in X,$$

where $\tilde{\gamma}$ is an extension of $\gamma$ to $G$.

Let $\mathfrak{p}_1, \ldots, \mathfrak{p}_s$ be the primes which ramify in $K_\infty/K$, and fix a prime $\mathfrak{p}_i$ of $L$ lying above $\mathfrak{p}_i$. Let $I_i \subseteq G$ be the inertia group. Since $L/K_\infty$ is unramified,

$$I_i \cap X = 1.$$ 

Since $K_\infty/K$ is totally ramified at $\mathfrak{p}_i$,

$$I_i \hookrightarrow G / X = \Gamma$$

is surjective, hence bijective. So

$$G = I_i X = X I_i, \quad i = 1, \ldots, s.$$ 

Let $\sigma_i \in I_i$ map to $\gamma_0$. Then $\sigma_i$ must be a topological generator of $I_i$. Since

$$I_i \subseteq X I_1,$$
we have
\[ \sigma_i = a_i \sigma_1 \]
for some \( a_i \in X \). Note that \( a_1 = 1 \).

**Lemma 13.14 (Assuming the above "Assumption").** Let \( G' \) be the closure of the commutator subgroup of \( G \). Then
\[ G' = X^{\gamma_0 - 1} = TX. \]

**Proof.** Since \( \Gamma \cong I_1 \subseteq G \) maps onto \( \Gamma = G/X \), we may lift \( \gamma \in \Gamma \) to the corresponding element in \( I_1 \) in order to define the action of \( \Gamma \) on \( X \). For simplicity, we identify \( \Gamma \) and \( I_1 \), so \( x^\gamma = \gamma x y^{-1} \). Let
\[ a = \alpha x, \quad b = \beta y, \quad \text{with} \quad \alpha, \beta \in \Gamma, \quad x, y \in X, \]
be arbitrary elements of \( G = \Gamma X \). Then
\[
aba^{-1}b^{-1} = ax \beta y x^{-1} \alpha^{-1} y^{-1} \beta^{-1}
= x^\alpha \beta y x^{-1} \alpha^{-1} y^{-1} \beta^{-1} = x^\alpha (yx^{-1})^\beta (\alpha \beta) x^{-1} y^{-1} \beta^{-1}
= x^\alpha (yx^{-1})^\beta (y^{-1})^\beta \quad \text{(since } \Gamma \text{ is abelian)}
= (x^\alpha)^{-1} \beta (y^{-1})^\beta. 
\]
Let \( \beta = 1, \alpha = \gamma_0 \). We find that \( y^{\gamma_0 - 1} \in G' \), so
\[ X^{\gamma_0 - 1} \subseteq G'. \]
For \( \beta \) arbitrary, there exists \( c \in \mathbb{Z}_p \) with \( \beta = \gamma_0^c \), so
\[
1 - \beta = 1 - \gamma_0^c = 1 - (1 + T)^c = 1 - \sum_{n=0}^{\infty} \binom{c}{n} T^n \in T \Lambda.
\]
Since \( \gamma_0 - 1 = T, (x^\beta)^{-1} \beta \in X^{\gamma_0 - 1} \). Similarly, \((y^\beta)^{-1} \beta \in X^{\gamma_0 - 1} \). Since \( X^{\gamma_0 - 1} = TX \) is closed (it is the image of the compact set \( X \)), \( G' \subseteq X^{\gamma_0 - 1} \). This proves the lemma. \( \square \)

**Lemma 13.15. (Assuming the "Assumption").** Let \( Y_0 \) be the \( \mathbb{Z}_p \)-submodule of \( X \) generated by \( \{a_i|2 \leq i \leq s\} \) and by \( X^{\gamma_0 - 1} = TX \). Let \( Y_n = \nu_n Y_0 \), where
\[
\nu_n = 1 + \gamma_0 + \gamma_0^2 + \cdots + \gamma_0^{n-1} = \frac{(1 + T)^n - 1}{T}.
\]
Then
\[ X_n \simeq X/Y_n \quad \text{for } n \geq 0. \]

**Proof.** First, consider \( n = 0 \). We have \( K \subseteq L_0 \subseteq L \). Since \( L_0 \) is the maximal abelian unramified \( p \)-extension of \( K \), and since \( L/K \) is a \( p \)-extension, \( L_0/K \) is the maximal unramified abelian subextension of \( L/K \). Therefore \( \text{Gal}(L/L_0) \) must be the closed subgroup of \( G \) generated by \( G' \) and all the inertia groups...
\[ I_i, \ 1 \leq i \leq s. \text{ Therefore } \text{Gal}(L/L_0) \text{ is the closure of the group generated by } X^{\gamma_0 - 1}, I_1, \text{ and } a_2, \ldots, a_s, \text{ so} \]
\[ X_0 = \text{Gal}(L_0/K) = G/\text{Gal}(L/L_0) = XI_1/\text{Gal}(L/L_0) \]
\[ \cong X/\langle X^{\gamma_0 - 1}, a_2, \ldots, a_s \rangle = X/Y_0. \]

Now, suppose \( n \geq 1 \). Replace \( K \) by \( K_n \) and \( \gamma_0 \) by \( \gamma_0^n \). Then \( \sigma_i \) becomes \( \sigma_i^n \). Observe that
\[ \sigma_i^{k+1} = (a_i \sigma_i)^{k+1} = a_i \sigma_i a_i^{-1} \sigma_i^{-1} a_i \sigma_i^{-2} \cdots \sigma_i^k a_i \sigma_i^{-k} \sigma_i^{k+1} \]
\[ = a_i^{k+1} + \sigma_i + \cdots + a_i \sigma_i^{k+1}. \]

Therefore
\[ \sigma_i^n = (v_n a_i) \sigma_i^n, \]
so \( a_i \) is replaced by \( v_n a_i \). Finally, \( X^{\gamma_0 - 1} \) is replaced by \((\gamma_0^n - 1)X = v_n X^{\gamma_0 - 1}\). Therefore \( Y_0 \) becomes \( v_n Y_0 \), which yields the desired result. This completes the proof of Lemma 13.15. \( \square \)

The above result is a very crucial step since it allows us to retrieve information about \( X_n \) from information about \( X \).

**Lemma 13.16** (Nakayama's Lemma). Let \( X \) be a compact \( \Lambda \)-module. Then

\( X \) is finitely generated over \( \Lambda \Leftrightarrow X/(p, T)X \) is finite.

If \( x_1, \ldots, x_n \) generate \( X/(p, T)X \) over \( \mathbb{Z} \), then they also generate \( X \) as a \( \Lambda \)-module. A special case:

\[ X/(p, T)X = 0 \Leftrightarrow X = 0. \]

**Proof.** Consider a small neighborhood \( U \) of \( 0 \) in \( X \). Since \((p, T)^n \to 0 \) in \( \Lambda \), each \( z \in X \) has a neighborhood \( U_z \) such that \((p, T)^n U_z \subseteq U \) for large \( n \). Since \( X \) is compact, finitely many \( U_z \) cover \( X \). Therefore \((p, T)^n X \subseteq U \) for large \( n \), so \( \bigcap ((p, T)^n X) = 0 \) for any compact \( \Lambda \)-module \( X \).

Now assume \( x_1, \ldots, x_n \) generate \( X/(p, T)X \). Let \( Y = \Lambda x_1 + \cdots + \Lambda x_n \subseteq X \). Then \( Y \) is compact (image of \( \Lambda^n \)), hence closed, so \( X/Y \) is a compact \( \Lambda \)-module. By assumption, \( Y + (p, T)X = X \). Therefore
\[ (p, T)(X/Y) = (Y + (p, T)X)/Y = X/Y, \]

hence
\[ (p, T)^n(X/Y) = X/Y \text{ for all } n \geq 0. \]

It follows from the above that \( X/Y = 0 \), so \( X = Y \) and \( \{x_i\} \) generates \( X \) (this could also be proved more explicitly by successively considering \( x \in X \mod(p, T) \), then \( \mod(p, T)^2 \), etc.). The other parts of the lemma follow easily. \( \square \)
**Lemma 13.17** (With the “Assumption,” but see Lemma 13.18). $X = \text{Gal}(L/K_\infty)$ is a finitely generated $\Lambda$-module.

**Proof.** Clearly $v_1 \in (p, T)$, so $Y_0/(p, T)Y_0$ is a quotient of $Y_0/v_1 Y_0 = Y_0/Y_1 \subseteq X/Y_1 = X_1$, which is finite. Therefore $Y_0$ is finitely generated. Since $X/Y_0 = X_0$ is finite, $X$ must also be finitely generated. This proves the lemma. □

**Arbitrary $K$.** We now remove the Assumption. Let $K_\infty/K$ be a $\mathbb{Z}_p$-extension and choose $e \geq 0$ such that in $K_\infty/K_e$ all ramified primes are totally ramified. Then Lemmas 13.15 and 13.17 apply to $K_\infty/K_e$. In particular, $X$, which is the same for $K_e$ and $K$, is a finitely generated $\Lambda$-module. For $n \geq e$,

$$1 + \gamma_0^{p^e} + \gamma_0^{2p^e} + \cdots + \gamma_0^{p^n - p^e} = \frac{v_n}{v_e} \overset{\text{def}}{=} v_{n,e}.$$  

This replaces $v_n$ for $K_\infty/K_e$, since $\gamma_0^{p^e}$ generates $\text{Gal}(K_\infty/K_e)$. Let $Y_e$ be “$Y_0$ for $K_e$,” as defined in Lemma 13.15. Then

$$Y_n = v_{n,e} Y_e, \quad \text{and} \quad X_n \simeq X/Y_n, \quad \text{for } n \geq e.$$  

We have proved the following.

**Lemma 13.18.** Let $K_\infty/K$ be a $\mathbb{Z}_p$-extension. Then $X$ is a finitely generated $\Lambda$-module, and there exists $e \geq 0$ such that

$$X_n \simeq X/Y_{n,e} Y_e, \quad \text{for all } n \geq e.$$  

We can now apply Theorem 13.12 to $X$. We can also apply it to $Y_e$ with the same answer, since $X/Y_e$ is finite. So we have

$$Y_e \sim X \sim \Lambda^* \oplus (\bigoplus \Lambda/(p^k)) \oplus (\bigoplus \Lambda/(f_1(T)^{m_i})).$$

We shall calculate $V/v_{n,e} V$ for each of the summands $V$ on the right side.

1. $V = \Lambda$. By Lemma 13.10, $\Lambda/(v_{n,e})$ is infinite. Since $Y_e/Y_{n,e} Y_e$ is finite, it follows easily that $\Lambda$ does not occur as a summand.

2. $V = \Lambda/(p^k)$. In this case,

$$V/v_{n,e} V \simeq \Lambda/(p^k, v_{n,e}).$$

It is easy to show that if the quotient of two distinguished polynomials is a polynomial, then it is distinguished (or constant). Therefore

$$v_{n,e} = \frac{v_n}{v_e} = \frac{(1 + T)^{p^n} - 1}{T} = \frac{(1 + T)^{p^e} - 1}{T}$$

is distinguished. By the division algorithm, every element of $\Lambda/(p^k, v_{n,e})$ is represented uniquely by a polynomial mod $p^k$ of degree less than $\text{deg } v_{n,e} = p^n - p^e$. Therefore

$$|V/v_{n,e} V| = p^{k(p^n - p^e)} = p^{k(p^n - p^e)},$$

for some constant $c$. 
(3) \( V = \Lambda/(f(T)^m) \). Let \( g(T) = f(T)^m \). Then \( g \) is also distinguished, say of degree \( d \). Hence
\[
T^d \equiv pQ(T) \mod g
\]
for some polynomial \( Q(T) \), so
\[
T^k \equiv (p)(\text{polynomial}) \mod g \quad \text{for } k \geq d.
\]
If \( p^n \geq d \) then
\[
(1 + T)^{p^n} = 1 + (p)(\text{poly.}) + T^{p^n}
\]
\[
\equiv 1 + (p)(\text{poly.}) \mod g.
\]
Therefore
\[
(1 + T)^{p^{n+1}} \equiv 1 + p^2(\text{poly.}) \mod g.
\]
It follows that
\[
P_{n+2}(T) = (1 + T)^{p^{n+2} - 1}
\]
\[
= ((1 + T)^{(p-1)p^{n+1}} + \cdots + (1 + T)^{p^{n+1} - 1})((1 + T)^{p^{n+1}} - 1)
\]
\[
\equiv (1 + \cdots + 1 + (p^2)(\text{poly.}))(P_{n+1}(T))
\]
\[
\equiv p(1 + (p)(\text{polynomial}))(P_{n+1}(T)) \mod g.
\]
Since \( 1 + (p)(\text{polynomial}) \in \Lambda^\times \),
\[
\frac{P_{n+2}}{P_{n+1}} \text{ acts as } (p)(\text{unit}) \text{ on } V = \Lambda/(g),
\]
for \( p^n \geq d \). Assume \( n_0 > e, p^{n_0} \geq d, \) and \( n \geq n_0 \). Then
\[
\frac{v_{n+2,e}}{v_{n+1,e}} = \frac{v_{n+2}}{v_{n+1}} = \frac{P_{n+2}}{P_{n+1}},
\]
and
\[
v_{n+2,e} V = \frac{P_{n+2}}{P_{n+1}} (v_{n+1,e} V) = p^{v_{n+1,e}} V.
\]
Therefore
\[
|V/v_{n+2,e} V| = |V/pV||pV/pv_{n+1,e} V|
\]
for \( n \geq n_0 \). Since \((g, p) = 1\), multiplication by \( p \) is injective, so
\[
|pV/pv_{n+1,e} V| = |V/v_{n+1,e} V|.
\]
Since
\[
V/pV \simeq \Lambda/(p, g) = \Lambda/(p, T^d),
\]
we have
\[
|V/pV| = p^d.
\]
By induction,
\[
|V/v_{n,e} V| = p^{d(n-n_0-1)}|V/v_{n_0+1,e} V|
\]
for \( n \geq n_0 + 1 \). If \( V/v_{n,e} V \) is finite for all \( n \), then
\[
|V/v_{n,e} V| = p^{dn+e}, \quad n \geq n_0 + 1
\]
for some constant \( c \). If \( V/v_{n,e}V \) is infinite then \( V \) cannot occur in our case. This happens only when \((v_{n,e}, f) \neq 1\), by Lemma 13.7.

Putting everything together, we obtain the following.

**Proposition 13.19.** Suppose

\[
E = \Lambda^r \bigoplus \left( \bigoplus_{i=1}^{s} \Lambda/(p^{k_i}) \right) \bigoplus \left( \bigoplus_{j=1}^{t} \Lambda/(g_j(T)) \right),
\]

where each \( g_j(T) \) is distinguished (not necessarily irreducible). Let \( m = \sum k_i \) and \( l = \sum \deg g_j \). If \( E/v_{n,e}E \) is finite for all \( n \), then \( r = 0 \) and there exist \( n_0 \) and \( c \) such that

\[
|E/v_{n,e}E| = p^{mp^n + ln + c}, \quad \text{for all } n > n_0. \quad \square
\]

We interrupt the proof of Theorem 13.13 to give the following, which will be used in the next section.

**Lemma 13.20.** Assume \( E \) is as in Proposition 13.19, with \( r = 0 \). Then

\[
m = 0 \Leftrightarrow \text{p-rank } (E/v_{n,e}E) \text{ is bounded as } n \to \infty.
\]

**Proof.** Recall that the \( p \)-rank of a finite abelian group \( A \) is the number of direct summands of \( p \)-power order when \( A \) is decomposed into cyclic groups of prime power order. It is also equal to

\[
\dim_{\mathbb{Z}/p\mathbb{Z}}(A/pA).
\]

Recall that \( v_{n,e} \) is distinguished of degree \( p^n - p^e \), so if \( \deg v_{n,e} \geq \max \deg g_j \),

\[
E/(p, v_{n,e})E = \left( \bigoplus_{i=1}^{s} \Lambda/(p, v_{n,e}) \right) \bigoplus \left( \bigoplus_{j=1}^{t} \Lambda/(p, g_j, v_{n,e}) \right)
\]

\[
= \left( \bigoplus_{i=1}^{s} \Lambda/(p, T^{p^n-p^e}) \right) \bigoplus \left( \bigoplus_{j} \Lambda/(p, T^{\deg g_j}) \right)
\]

\[
\simeq (\mathbb{Z}/p\mathbb{Z})^{s(p^n-p^e)+t}.
\]

Therefore the rank is bounded \( \Leftrightarrow s = 0 \). This proves Lemma 13.20. \( \square \)

We now return to the proof of Theorem 13.13. We have an exact sequence

\[
0 \to A \to Y_e \to E \to B \to 0
\]

where \( A \) and \( B \) are finite and \( E \) is as in Proposition 13.19. We know the order of \( E/v_{n,e}E \) for all \( n > n_0 \). It remains to obtain similar information about \( Y_e \). At the moment, all we can conclude is that \( e_n = mp^n + ln + c_n \), where \( c_n \) is bounded. The following lemma solves our problem.

**Lemma 13.21.** Suppose \( Y \) and \( E \) are \( \Lambda \)-modules with \( Y \sim E \) such that \( Y/v_{n,e}Y \) is finite for all \( n \geq e \). Then, for some constant \( c \) and some \( n_0 \),

\[
|Y/v_{n,e}Y| = p^c|E/v_{n,e}E| \quad \text{for all } n \geq n_0.
\]
PROOF. We have the following commutative diagram

\[
\begin{array}{cccccc}
0 & \longrightarrow & \nu_{n,e} Y & \longrightarrow & Y & \longrightarrow & Y/\nu_{n,e} Y & \longrightarrow & 0 \\
& & \phi' & \downarrow & \phi & \downarrow & \phi'' & & \\
0 & \longrightarrow & \nu_{n,e} E & \longrightarrow & E & \longrightarrow & E/\nu_{n,e} E & \longrightarrow & 0
\end{array}
\]

There are the following inequalities.

(i) |Ker $\phi'_n| \leq |$Ker $\phi$|
(ii) |Coker $\phi'_n| \leq |$Coker $\phi$|
(iii) |Coker $\phi''_n| \leq |$Coker $\phi$|
(iv) |Ker $\phi''_n| \leq |$Ker $\phi| \cdot |$Coker $\phi$|.

Inequality (i) is obvious. (iii) holds because representatives of Coker $\phi$ give representatives for Coker $\phi''_n$. For (ii), multiply the representatives of Coker $\phi$ by $\nu_{n,e}$.

By the Snake Lemma (see Clayburgh [1], or any book on homological algebra), there is a long exact sequence

\[0 \rightarrow \text{Ker } \phi'_n \rightarrow \text{Ker } \phi \rightarrow \text{Ker } \phi''_n \rightarrow \text{Coker } \phi'_n \rightarrow \text{Coker } \phi \rightarrow \text{Coker } \phi''_n \rightarrow 0.
\]

Everything is straightforward except the map Ker $\phi''_n \rightarrow$ Coker $\phi'_n$. Let $x \in \text{Ker } \phi''_n$. There exists $y \in Y$ which maps to $x$. Since $\phi(y)$ maps to 0 in $E/\nu_{n,e} E$ by the commutativity of the diagram, we must have $\phi(y) \in \nu_{n,e} E$. One checks that $\phi(y)$ mod $\phi''_n(\nu_{n,e} Y)$ depends only on $x$. The map $x \mapsto \phi(y)$ is the desired one. It remains to check exactness. This is left to the reader.

It follows that

\[|\text{Ker } \phi''_n| \leq |\text{Ker } \phi| |\text{Coker } \phi'_n| \leq |\text{Ker } \phi| |\text{Coker } \phi|,
\]

by (ii). This proves (iv).

Now suppose $m \geq n \geq 0$. We have the following inequalities.

(a) $|\text{Ker } \phi'_n| \geq |\text{Ker } \phi'_m|$
(b) $|\text{Coker } \phi'_n| \geq |\text{Coker } \phi'_m|$
(c) $|\text{Coker } \phi''_n| \leq |\text{Coker } \phi''_m|$

For (a), observe that $v_{m,e} = (v_{m,e}/\nu_{n,e})v_{n,e}$. Therefore $v_{m,e} Y \subseteq v_{n,e} Y$, so ker $\phi'_m \subseteq$ Ker $\phi'_n$. For (b), let $v_{m,e} y \in v_{m,e} E$. Let $z \in v_{n,e} E$ be a representative for $v_{n,e} Y$ in Coker $\phi'_n$. Then

\[v_{n,e} y - z = \phi(v_{n,e} x) \text{ for some } x \in Y.
\]

Multiply by $v_{m,e}/v_{n,e}$ to obtain

\[v_{m,e} y - \left(\frac{v_{m,e}}{v_{n,e}}\right) z = \phi(v_{m,e} x) = \phi'_m(v_{m,e} x).
\]
So \((v_{m,e}/v_{n,e})\) times representatives for \(\text{Coker } \phi_n\) gives representatives for \(\text{Coker } \phi_n'\). This proves (b). Since \(v_{m,e}E \subseteq v_{n,e}E\), inequality (c) follows easily.

By (i), (ii), (iii), (a), (b), (c), the orders of \(\text{Ker } \phi_n\), \(\text{Coker } \phi_n'\), and \(\text{Coker } \phi_n''\) are constant for \(n \geq n_0\), for some \(n_0\). It remains to treat \(\text{Ker } \phi_n''\). By the Snake Lemma,

\[
|\text{Ker } \phi_n''| |\text{Ker } \phi_n'| |\text{Coker } \phi| = |\text{Ker } \phi| |\text{Coker } \phi_n'| |\text{Coker } \phi_n''|.
\]

(In any exact sequence, the alternating product of the orders is 1; proof: replace \(0 \to A \to B \to \cdots\) by \(0 \to B/A \to \cdots\) and use induction on the length of the sequence.) It follows that \(|\text{Ker } \phi_n''|\) must be constant for \(n \geq n_0\). Lemma 13.21 follows easily.

We therefore have \(E\) as in Proposition 13.19, integers \(\lambda \geq 0, \mu \geq 0, \) and \(n,\) and an integer \(n_0\) such that

\[
p^e_n = |X_n| = |X/Y_e||Y_e/v_{n,e} Y_e|
= (\text{const.}) |E/v_{n,e} E|
= p^{\lambda n + \mu p^n + \gamma}, \text{ for all } n > n_0.
\]

This completes the proof of Theorem 13.13.

\[\square\]

§13.4 Consequences

**Proposition 13.22.** Suppose \(K_\infty/K\) is a \(\mathbb{Z}_p\)-extension in which exactly one prime is ramified, and assume it is totally ramified. Then

\[A_n \simeq X_n \simeq X/(1 + T)^p^n - 1)X\]

and

\[p \not| h_0 \iff p \not| h_n \text{ for all } n \geq 0.\]

**Proof.** Since \(K_\infty/K\) satisfies the "assumption" in the proof of Theorem 13.13, we may use Lemma 13.15. We have \(s = 1,\) so \(Y_0 = TX\) and \(Y_n = ((1 + T)^p^n - 1)X.\) This proves the first part. If \(p \not| h_0,\) then \(X/TX = 0,\) so \(X/(p, T)X = 0.\) By Lemma 13.16, \(X = 0.\) This completes the proof.

Of course, the last statement of the proposition also follows from Theorems 10.1 and 10.4, and, in a special case, from Exercise 7.4.

**Proposition 13.23.** \(\mu = 0 \iff p\text{-rank}(A_n)\) is bounded as \(n \to \infty.\)

**Proof.** We have \(Y_e \sim E\) with \(E\) as in Lemma 13.20. By the lemma, \(\mu = 0 \iff p\text{-rank}(E/v_{n,e} E)\) is bounded. From the proof of Lemma 13.21, we have an exact sequence

\[0 \to C_n \to Y_e/v_{n,e} Y \to E/v_{n,e} E \to B_n \to 0\]
with $|C_n|$ and $|B_n|$ bounded independent of $n$. It follows that
\[
\mu = 0 \iff p\text{-rank}(Y_e/\nu_{n,e} Y_e) \text{ is bounded.}
\]
But
\[
A_n \cong X_n = X/\nu_{n,e} Y_e
\]
and $X/Y_e$ is finite. The result follows easily. 

Suppose each $K_n$ is a CM-field. Then $K_n^+/K^+$ is a $\mathbb{Z}_p$-extension (cyclotomic if Leopoldt's conjecture is true, by Theorem 13.4). If $p$ is odd we may decompose the $p$-Sylow subgroup $A_n$ of the class group of $K_n$ as
\[
A_n = A_n^+ \oplus A_n^-.
\]
Also,
\[
X_n = X_n^+ \oplus X_n^-,
\]
hence
\[
X = X^+ \oplus X^-.
\]
We obtain, as in the proof of Theorem 13.13,
\[
A_n^\pm \cong X_n^\pm \cong X^\pm/\nu_{n,e} Y^\pm.
\]
If $p^{e_n}$ is the exact power of $p$ dividing $h_n^\pm$, then
\[
e_n = e_n^+ + e_n^-.
\]
We obtain
\[
e_n^\pm = \lambda^\pm n + \mu^\pm p^n + v^\pm \quad \text{for } n \geq n_0^\pm,
\]
with
\[
\lambda = \lambda^+ + \lambda^-,
\]
\[
\mu = \mu^+ + \mu^-,
\]
\[
v = v^+ + v^-.
\]
The analogue of Proposition 13.23 applies, so
\[
\mu^\pm = 0 \iff p\text{-rank}(A_n^\pm) \text{ is bounded.}
\]
If $p = 2$, we cannot decompose $A_n^\pm$. However, if
\[
A_n^- = \{a | Ja = -a\} \quad (J = \text{complex conjugation})
\]
then everything in the proof of Theorem 13.13 works for $A_n^-$, $X_n^-$, etc. We may obtain $e_n^+$ by looking at the class group $A_n(K_n^+)$ of $K_n^+$, rather than $A_n^+$ (cf. Proposition 10.12). We again obtain
\[
e_n^\pm = \lambda^\pm n + \mu^\pm 2^n + v^\pm.
\]
From the exact sequence
\[
0 \to A_n^- \to A_n^{1+J} A(K_n^+) \to 0
\]
we have $\mu = \mu^+ + \mu^-$, etc. We also have, as above,

$$\mu^+ = 0 \Leftrightarrow \text{2-rank } A(K_n^+) \text{ is bounded},$$

$$\mu^- = 0 \Leftrightarrow \text{2-rank } A_n^- \text{ is bounded}.$$ 

\textbf{Proposition 13.24.} Let $p$ be prime. Suppose $K$ is a CM-field with $\zeta_p \in K$ and let $K_\infty/K$ be the cyclotomic $\mathbb{Z}_p$-extension. Then

$$\mu = 0 \Leftrightarrow \mu^- = 0.$$ 

\textbf{Proof.} "$\Rightarrow$" is trivial. For "$\Leftarrow$", we know that $\mu^- = 0 \Rightarrow p\text{-rank } A_n^- \text{ is bounded}. By Theorem 10.11 and Proposition 10.12, $p\text{-rank } A_n^+$ (or 2-rank $A(K_n^+)$) is bounded, which implies $\mu^+ = 0$. This completes the proof. 

This result also completes the proof that $\mu = 0$ for abelian number fields (Theorem 7.15), since in Chapter 7 we showed that $\mu^- = 0$ for all such fields.

\textbf{Proposition 13.25.} Suppose $K_\infty/K$ is a $\mathbb{Z}_p$-extension and assume $\mu = 0$. Then

$$X \simeq \lim_{\leftarrow} A_n \simeq \mathbb{Z}_p^\lambda \oplus (\text{finite } p\text{-group})$$
as $\mathbb{Z}_p$-modules.

\textbf{Proof.} We have

$$X \simeq E = \bigoplus \Lambda/(g_j(T))$$

where each $g_j$ is distinguished and $\sum \deg g_j = \lambda$. By the division algorithm,

$$\Lambda/(g_j(T)) \simeq \mathbb{Z}_p^{\deg g_j}.$$ 

Therefore

$$E \simeq \mathbb{Z}_p^\lambda.$$ 

Since $X$ is a $\mathbb{Z}_p$-module, which is finitely generated since $E$ is finitely generated, the result follows from the structure theorem for modules over principal ideal domains. 

\textbf{Proposition 13.26.} Let $p$ be odd. Suppose $K$ is a CM-field and $K_\infty/K$ is the cyclotomic $\mathbb{Z}_p$-extension of $K$. Then the map

$$A_n^- \to A_{n+1}^-$$
is injective.

\textbf{Remarks.} The map $A_n^+ \to A_{n+1}^+$ is not necessarily injective (Exercise 13.4). If $p = 2$, $A_n^- \to A_{n+1}^-$ is not necessarily injective (Exercise 13.3). Since the map of ideal class groups $C_n \to C_{n+1}$ followed by the norm is the $p$th power map, the kernel is always in the $p$-Sylow subgroup.

\textbf{Proof.} Suppose $I$ is an ideal in $A_n$ which becomes principal in $K_{n+1}$, so

$$I = (\alpha) \quad \text{with } \alpha \in K_{n+1}.$$
Let $\sigma$ be a generator for $\text{Gal}(K_{n+1}/K_n)$. Then

$$\alpha^{\sigma -1} = I^{\sigma} \frac{I}{I} = (1).$$

Consequently

$$\alpha^{\sigma -1} = \varepsilon \in E_{n+1} = \text{units of } K_{n+1}.\]$$

Let $N$ be the norm for $K_{n+1}/K_n$. Then

$$N\varepsilon = (N\alpha)^{\sigma -1} = 1.$$

For those who know cohomology of groups: we easily obtain an injection

$$\text{Ker}(A_n \to A_{n+1}) \to H^1(\text{Gal}(K_{n+1}/K_n), E_{n+1}).$$

Now suppose $I$ represents a class in $A_n^-$. Let $J$ denote complex conjugation.

Then

$$I^{1+J} = (\beta), \quad \text{with } \beta \in K_n \quad (\text{so } \beta^\sigma = \beta),$$

hence

$$\alpha^{1+J} = \beta \eta \quad \text{with } \eta \in E_{n+1}.$$

Let

$$\alpha_1 = \frac{\alpha^2}{\eta},$$

and

$$\varepsilon_1 = \alpha_1^{\sigma -1} = \frac{\varepsilon^2}{\eta^{\sigma -1}} \in E_{n+1}.$$

Then

$$\varepsilon_1^{1+J} = (\alpha_1^{1+J})^{\sigma -1} = (\beta^2)^{\sigma -1}(\eta^{\sigma -1})^{1-J} = (\eta^{\sigma -1})^{1-J} \in E_{n+1}^-.$$ 

But

$$E_{n+1}^- = W_{n+1} = \text{roots of } 1 \text{ in } K_{n+1}$$

by Lemma 1.6. Therefore some power of $\varepsilon_1$ is killed by $1 + J$, hence is a root of 1, again by Lemma 1.6. Consequently

$$\varepsilon_1 \in W_{n+1}.$$

(Alternatively, since $p \neq 2$ we may assume $\beta \in K_n^+$ (see Theorem 10.3) and consequently $\eta = \alpha^{1+J}/\beta$ is real. Therefore $\eta^{1-J} = 1$, so Lemma 1.6 applies directly to $\varepsilon_1$). Also, observe that

$$N\varepsilon_1 = (N\alpha_1)^{\sigma -1} = 1.$$

Lemma 13.27. If $\varepsilon_1 \in W_{n+1}$ and $N\varepsilon_1 = 1$ then $\varepsilon_1 = \varepsilon_2^{\sigma -1}$ with $\varepsilon_2 \in W_{n+1}$ (so $H^1(\text{Gal}(K_{n+1}/K_n), W_{n+1}) = 0$).
PROOF. Hilbert’s Theorem 90 tells us that \( \varepsilon_1 = y^{\sigma^{-1}} \) with \( y \in K_{n+1} \), but we already know this with \( y = \alpha_1 \). We want \( y \in W_{n+1} \). Consider the following two sequences:

\[
1 \to W_n \to W_{n+1} \xrightarrow{\sigma^{-1}} W_{n+1}^{\sigma^{-1}} \to 1 \\
1 \to W_{n+1} \cap \text{Ker } N \to W_{n+1} \xrightarrow{N} W_n \to 1.
\]

The first is obviously exact. The second is slightly more difficult. If \( \zeta_p \notin K_0 \) then \( \zeta_p \notin K_m \) for all \( m \). Otherwise, a nontrivial subgroup of \( (\mathbb{Z}/p\mathbb{Z})^\times \) would be in \( \text{Gal}(K_\infty/K_0) \), which is impossible. Since \( N: W_n \to W_n \) is the \( p \)-th power map, it is surjective in this case, hence \( N: W_{n+1} \to W_n \) is surjective (in fact, \( W_{n+1} = W_n \)). If \( \zeta_p \in K_0 \) then \( K_{n+1} = K_n(\zeta) \), where \( \zeta = \zeta_p^m \) for some \( m \geq n + 1 \). Also, \( W_{n+1} = \langle \zeta \rangle \times \langle \zeta_t \rangle \) for some \( t \) with \( (p, t) = 1 \), and \( W_n = \langle \zeta_p \rangle \times \langle \zeta_t \rangle \). A trivial calculation shows that \( N\zeta = \zeta^p \) and \( N\zeta_t = \zeta_t^p \), hence \( \langle N\zeta \rangle = \langle \zeta \rangle \). Therefore \( N \) is surjective in this case, so the second sequence is exact.

We obtain

\[
|W_{n+1}^{\sigma^{-1}}| = \frac{|W_{n+1}|}{|W_n|} = |W_{n+1} \cap \text{Ker } N|.
\]

Since

\[
W_{n+1}^{\sigma^{-1}} \subseteq W_{n+1} \cap \text{Ker } N,
\]

we have equality. This proves Lemma 13.27. \( \square \)

We can now complete the proof of Proposition 13.26. We have

\[
\alpha_1^{\sigma^{-1}} = e_1 = \varepsilon_2^{\sigma^{-1}} \quad \text{with } e_2 \in W_{n+1}.
\]

Therefore

\[
\left( \frac{\alpha_1}{\varepsilon_2} \right)^\sigma = \frac{\alpha_1}{\varepsilon_2},
\]

so

\[
\frac{\alpha_1}{\varepsilon_2} \in K_n.
\]

But

\[
\left( \frac{\alpha_1}{\varepsilon_2} \right) = (\alpha_1) = (\alpha^2) = I^2 \quad \text{in } K_{n+1}.
\]

By unique factorization of ideals, we must have

\[
\left( \frac{\alpha_1}{\varepsilon_2} \right) = I^2 \quad \text{in } K_n.
\]

Since \( p \) is odd and \( I \) has \( p \)-power order in \( A^- \), we must have \( I \) principal in \( K_n \). This completes the proof of Proposition 13.26. \( \square \)
Proposition 13.28. Let \( p \) be odd, let \( K \) be a CM-field, and let \( K_\infty/K \) be the cyclotomic \( \mathbb{Z}_p \)-extension. Then \( X^- = \lim_{\leftarrow} A_n^- \) contains no finite \( \Lambda \)-submodules. Therefore there is an injection, with finite cokernel,

\[
X^- \hookrightarrow \bigoplus_i \Lambda/(p^k) \oplus \bigoplus_j \Lambda/(g_j(T)).
\]

PROOF. Suppose \( F \subseteq X^- \) is a finite \( \Lambda \)-module. Let \( \gamma_0 \) be a generator of \( \text{Gal}(K_\infty/K) \). Since \( F \) is finite, \( \gamma_0^n \) acts trivially on \( F \) for all sufficiently large \( n \), say \( n \geq n_0 \). Suppose

\[
0 \neq x = (\ldots, x_m, x_{m+1}, \ldots) \in F \subseteq \text{lim}_{\leftarrow} A_n^-.
\]

Then \( x_{m+1} \mapsto x_m \) under the appropriate norm map, and \( x_m \neq 0 \) for all sufficiently large \( m \), say \( m \geq m_0 \). Let \( m \) be larger than \( m_0 \) and \( n_0 \). By Proposition 13.26, \( x_m \neq 0 \) when lifted to \( A_{m+1}^- \). Apply the map

\[
1 + \gamma_0^{p^m} + \gamma_0^{2p^m} + \cdots + \gamma_0^{(p-1)p^m}
\]

to \( x \). Since \( m \geq n_0 \), it acts as \( p \) on \( x \). Also, it is the norm from \( K_{m+1} \) to \( K_m \), so it maps \( x_{m+1} \) to \( x_m \). Therefore

\[
p x_{m+1} = x_m \neq 0, \quad \text{in } A_{m+1}^-.
\]

so

\[
p x \neq 0.
\]

It follows that multiplication by \( p \) is injective on the finite \( p \)-group \( F \), so \( F = 0 \). This completes the proof. \( \square \)

Corollary 13.29. Let \( p \) be odd. Let \( K \) be a CM-field and let \( K_\infty/K \) be the cyclotomic \( \mathbb{Z}_p \)-extension. If \( \mu^- = 0 \) then

\[
X^- \simeq \mathbb{Z}_p^{\lambda^-}.
\]

PROOF. Proposition 13.28 plus the analogue of Proposition 13.25 for \( X^- \). \( \square \)

Usually the finite kernel and cokernel in the pseudo-isomorphism make it difficult to obtain much information at finite levels of the \( \mathbb{Z}_p \)-extension. Proposition 13.28 is useful since it eliminates half the problem. For a situation where there is also a trivial cokernel, see Theorem 10.16.

In the above we have used the decomposition \( X = X^+ \oplus X^- \) for odd primes. More generally, suppose we have the following situation

\[
\begin{array}{c}
L \\
\downarrow \\
X \\
\downarrow \\
K_\infty \\
\downarrow \\
\Gamma \\
\downarrow \\
K \\
\downarrow \\
\Delta \\
\downarrow \\
k
\end{array}
\]
where $\Delta$ is a finite abelian group and $\text{Gal}(K_{\infty}/K) \cong \Delta \times \Gamma$. For example, $K = \mathbb{Q}(\zeta_p)$, $K_{\infty} = \mathbb{Q}(\zeta_{p^\infty})$, $k = \mathbb{Q}$, and $\Delta = (\mathbb{Z}/p\mathbb{Z})^\times$. Then $\Delta$ acts on $X$, since $\Delta \times \Gamma$ acts on $X$ by conjugation in the same way as the action of $\Gamma$ on $X$ was defined. If $p$ does not divide the order of $\Delta$ and if the values of the characters $\chi \in \hat{\Delta}$ are in $\mathbb{Z}_p$ (rather than an extension), then we may decompose $X$ according to the idempotents $\epsilon_\chi$ of $\mathbb{Z}_p[\Delta]$: 

$$X = \bigoplus \epsilon_\chi X.$$ 

For example, in the above we used $\Delta = \text{Gal}(K/K^+)$ and $\epsilon_\pm = (1 \pm J)/2$. In the present case we obtain 

$$\epsilon_\chi X \sim \bigoplus_i \Lambda/(p^{k_i}) \oplus \bigoplus_j \Lambda/(g_j(T))$$ 

for some integers $k_i$ and distinguished polynomials $g_j(T)$. We also have $\mu = \sum \mu_\chi$, etc.

Returning to the general case, we consider the $\mathbb{C}_p$-vector space 

$$V = X \otimes_{\mathbb{Z}_p} \mathbb{C}_p.$$ 

If 

$$X \sim \bigoplus \Lambda/(p^k) \oplus \bigoplus \Lambda/(g_j(T))$$ 

then it is easy to see that 

$$V \simeq \bigoplus_j \mathbb{C}_p[T]/(g_j(T)),$$ 

which is a finite-dimensional vector space. The group $\Gamma$ acts on $V$; the generator $\gamma_0$ acts as $1 + T$. So 

$$g(T) = \prod g_j(T)$$ 

is the characteristic polynomial for $\gamma_0 - 1$.

If $\Delta = \text{Gal}(K/k)$ is as above, with no assumption on $|\Delta|$ or the values of $\chi \in \hat{\Delta}$, then we may decompose 

$$V = \sum \epsilon_\chi V.$$ 

Then 

$$g(T) = \prod \epsilon_\chi g(T),$$ 

where $\epsilon_\chi g(T)$ is the characteristic polynomial of $\gamma_0 - 1$ on $\epsilon_\chi V$. We shall discuss the significance of these polynomials when we treat the main conjecture.

§13.5 The Maximal Abelian $p$-extension Unramified Outside $p$

Often it is more convenient to work with an extension larger than the $p$-class field and allow ramification above $p$. This is what we did in the proof of Theorem 10.13. In many respects, the theory is more natural in this context,
especially from the point of view of Kummer theory. In this section we sketch the basic set-up, leaving the details to the reader. The proofs are very similar to those in Chapter 10.

We start with a totally real field $F$. Let $p$ be odd, let $K_0 = F(\zeta_p)$, and let $K_\infty/K_0$ be the cyclotomic $\mathbb{Z}_p$-extension. Let $M_\infty$ be the maximal abelian $p$-extension of $K_\infty$ which is unramified outside $p$, and let

$$\mathcal{X}_\infty = \text{Gal}(M_\infty/K_\infty).$$

Then $\mathcal{X}_\infty$ is a $\Lambda$-module in the natural way (just as for $X = \text{Gal}(L_\infty/K_\infty)$). Let $M_n$ be the maximal abelian $p$-extension of $K_n$ which is unramified outside $p$. Clearly $M_n \supseteq K_\infty$. We have

$$\text{Gal}(M_n/K_\infty) \simeq \mathcal{X}_\infty/\omega_n \mathcal{X}_\infty,$$

where $\omega_n = \gamma_0^{p^n} - 1 = (1 + T)^{p^n} - 1$. The proof is essentially the same as for Lemma 13.15, namely computing commutator subgroups, but in the present case we do not have to consider inertia groups. From Corollary 13.6 we know that

$$\text{Gal}(M_n/K_0) \simeq \mathbb{Z}_p^{r_2 p^n + 1 + \delta_n} \times (\text{finite group}),$$

where $r_2 = r_2(K_0)$ and $\delta_n$ is the defect in Leopoldt's Conjecture (see Theorem 13.4). Therefore

$$\mathcal{X}_\infty/\omega_n \mathcal{X}_\infty \simeq \mathbb{Z}_p^{r_2 p^n + \delta_n} \times (\text{finite group}).$$

By Lemma 13.16, $\mathcal{X}_\infty$ is a finitely generated $\Lambda$-module, so

$$\mathcal{X}_\infty \simeq \Lambda^a \oplus (\Lambda\text{-torsion})$$

for some $a \geq 0$.

**Lemma 13.30.** $\delta_n$ is bounded, independent of $n$.

**Proof.** Suppose $\delta_n > 0$ for some $n$. Let $\varepsilon_1, \ldots, \varepsilon_r$ be a basis for $E_1 = E_1(K_n)$. We may assume $\varepsilon_{\delta_n+1}, \ldots, \varepsilon_r$ are independent and generate $\bar{E}_1$ over $\mathbb{Z}_p$. Then

$$\varepsilon_i = \prod_{j > \delta_n} \varepsilon_{a_{ij}}^{a_{ij}}, \quad \text{with } a_{ij} \in \mathbb{Z}_p,$$

for $1 \leq i \leq \delta_n$. Let $a'_{ij}$ be the $n$th partial sum of the $p$-adic expansion of $a_{ij}$. Let

$$\eta_i = \varepsilon_i \prod_j \varepsilon_j^{-a'_{ij}} \in E_1, \quad 1 \leq i \leq \delta_n.$$

Then $\eta_i$ is a $p^n$th power in $\bar{E}_1 = \prod_{1 \neq p} U_1.\bar{s}$, and $\eta_1, \ldots, \eta_{\delta_n}$ generate a subgroup $(\mathbb{Z}/p^n\mathbb{Z})^{\delta_n}$ of $K_n^\times/(K_n^\times)^{p^n}$. Since $\zeta_p \in K_0$ by assumption, $\zeta_p^{p^n} \in K_n$. Therefore the extension

$$K_n((\eta_i^{1/p^n}))/K_n$$

has Galois group $(\mathbb{Z}/p^n\mathbb{Z})^{\delta_n}$. Clearly this extension is unramified outside $p$. Since each $\eta_i$ is a $p^n$th power in $U_1.\bar{s}$ for each $\bar{s} \neq p$, these primes split completely hence do not ramify. Therefore the Galois group $X_n$ of the Hilbert $p$-class field of $K_n$ has a quotient isomorphic to $(\mathbb{Z}/p^n\mathbb{Z})^{\delta_n}$. In the decomposition of
$X$, the terms of the form $\Lambda/(p^k)$ cannot account for this for large $n$. The term of the form $\bigoplus_j \Lambda/(g_j(T))$ can only yield $(\mathbb{Z}/p^n\mathbb{Z})^\lambda$, where $\lambda = \sum \deg g_j$. Therefore $\delta_n \leq \lambda$. This completes the proof. \qed

If $\zeta_p \notin K_0$, the lemma is still true. Simply adjoin $\zeta_p$ and use the easily proved fact that if $K \subseteq L$ then $\delta(K) \leq \delta(L)$.

The above result perhaps could have been conjectured from Theorem 7.10 (although we already know $\delta_n = 0$ in that situation). Intuitively, the number $\delta_n$ should be approximately the number of occurrences of $L_\rho(1, \chi) = 0$ for $K_n^+$. Since each series $f(T, \theta)$ has only finitely many zeros,

$$L_p(1, \theta \psi) = f(\zeta_p(1 + q_0) - 1, \theta) \neq 0$$

when $\psi$ has large enough conductor. So the number of $\chi$ with $L_p(1, \chi) = 0$ is bounded.

By the lemma,

$$\mathbb{Z}_p \text{-rank } \mathcal{X}_\infty/\omega_n \mathcal{X}_\infty = r_2 p^n + O(1).$$

By the structure theorem for $\mathcal{X}_\infty$, we see that the $\Lambda$-torsion contributes only bounded $\mathbb{Z}_p$-rank (at most $\lambda$) and $\Lambda^a/\omega_n \Lambda^a$ yields $ap^n$. Therefore we have proved the following.

**Theorem 13.31.** $\mathcal{X}_\infty \sim \Lambda^{r_2} \oplus (\Lambda\text{-torsion}).$ \qed

One advantage of using $\mathcal{X}_\infty$ rather than $X$ is that it is easier to describe how $L_\infty$ is generated. Since all $p$-power roots of unity are in $K_\infty$, $M_\infty/K_\infty$ is a Kummer extension. There is a subgroup

$$V \subseteq K_\infty^* \otimes \mathbb{Z} \mathbb{Q}_p/\mathbb{Z}_p$$

$$V = \{a \otimes p^{-n} | \text{various } n \geq 0 \text{ and } a \in K_\infty^*\}$$

(it is not hard to see that all elements of $K_\infty^* \otimes \mathbb{Q}_p/\mathbb{Z}_p$ are of the form $a \otimes p^{-n}$) such that

$$M_\infty = K_\infty(\{a^{1/p^n}\}).$$

There is a Kummer pairing

$$\mathcal{X}_\infty \times V \rightarrow W_{p^\infty} = p\text{-power roots of unity},$$

just as in Chapter 10. In particular,

$$(\sigma x, \sigma v) = (x, v)^\sigma, \quad \sigma \in \text{Gal}(K_\infty/F).$$

Let $I_m$ be the group of fractional ideals of $K_m$ and let $I_\infty = \bigcup I_m$. Since $a \otimes p^{-n}$ gives an extension unramified outside $p$, and since $a \in K_m$ for some $m$, it follows that

$$(a) = B_1^{p^n} \cdot B_2$$

in some $I_m$,
where \( B_1 \in I_m \) and \( B_2 \) is a product of primes above \( p \). Since all primes above \( p \) are infinitely ramified in a cyclotomic \( \mathbb{Z}_p \)-extension, \( B_2 \) is a \( p^n \)th power in \( I_\infty \). Hence we may assume

\[
(a) = B_1^{p^n}.
\]

We obtain a map

\[
V \to A_\infty = \varinjlim A_n
\]

\[
a \otimes p^{-n} \mapsto \text{class of } B_1.
\]

It is not hard to see that this map is well-defined, i.e., independent of \( m \) and the representation \( a \otimes p^{-n} \). It is also surjective, since \( A \in A_\infty \Rightarrow A^{p^n} = 1 \) for some \( n \) (see Exercise 9.1). As in Chapter 10, the kernel is contained in

\[
E_\infty \otimes \mathbb{Q}_p / \mathbb{Z}_p,
\]

where \( E_\infty = \bigcup E(K_n) \). Since we are allowing ramification above \( p \),

\[
E_\infty \otimes \mathbb{Q}_p / \mathbb{Z}_p \subseteq V,
\]

so it follows that this gives the kernel (cf. Theorem 10.13, where the situation is essentially the same). We now have an exact sequence

\[
1 \to E_\infty \otimes \mathbb{Q}_p / \mathbb{Z}_p \to V \to A_\infty \to 1.
\]

Let \( \Delta = \text{Gal}(K_0/F) \), which is a subgroup of \( (\mathbb{Z}/p\mathbb{Z})^* = \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q}) \). For \( i \in \mathbb{Z} \), \( \omega^j \) is a character of \( \Delta \) (\( i \equiv j \mod |\Delta| \Leftrightarrow \omega^i = \omega^j \) on \( \Delta \)). Let

\[
\epsilon_i = \frac{1}{|\Delta|} \sum_{\delta \in \Delta} \omega^{-i(\delta)} \delta.
\]

Everything decomposes via these idempotents. \( W_{p^\infty} \) is in the \( \epsilon_1 \) component. If \( i \) is odd and \( i \not\equiv 1 \mod |\Delta| \), then \( \epsilon_i(E_\infty \otimes \mathbb{Q}_p / \mathbb{Z}_p) = 0 \), since \([E:WE^+] = 1 \) or 2 for each \( K_n \). We obtain

\[
\epsilon_i V \cong \epsilon_i A_\infty, \quad i \text{ odd}, i \not\equiv 1 \mod |\Delta|.
\]

Note that by Proposition 13.26, \( \epsilon_i A_\infty = \bigcup \epsilon_i A_n \). As in Chapter 10,

\[
\epsilon_i \mathcal{X}_\infty \times \epsilon_i V \to W_{p^\infty},
\]

is nondegenerate, hence

\[
\epsilon_j \mathcal{X}_\infty \times \epsilon_i A_\infty \to W_{p^\infty}, \quad i + j \equiv 1 \mod |\Delta|
\]

\[
\epsilon_i \text{ odd}, i \not\equiv 1 \mod |\Delta|,
\]

is nondegenerate. Therefore

\[
\epsilon_j \mathcal{X}_\infty \cong \text{Hom}_{\mathbb{Z}_p}(\epsilon_i A_\infty, W_{p^\infty}),
\]

where \( \text{Gal}(K_\infty/F) \) acts via \( (\sigma f)(a) = \sigma(f(\sigma^{-1} a)) \) (cf. Exercise 10.8).

This last equation is often written in another form. Let

\[
T = \varprojlim W_{p^n + 1}
\]
where the inverse limit is taken with respect to the $p$th power map (which is the same as the norm map from $\mathbb{Q}(\zeta_{p^{n+1}})$ to $\mathbb{Q}(\zeta_{p^n})$). Then

$$T \cong \mathbb{Z}_p$$

as abelian groups, but the Galois group acts via

$$\sigma_a(t) = at \quad \text{for } a \in \Delta \times (1 + p\mathbb{Z}_p) \subseteq \mathbb{Z}_p^\times,$$

where we are writing $T$ additively. Let

$$T^{(-1)} = \text{Hom}_{\mathbb{Z}_p}(T, \mathbb{Z}_p)$$

with the Galois action on Hom as above. Then

$$T^{(-1)} \cong \mathbb{Z}_p$$

as abelian groups.

If $f \in T^{(-1)}$ and $t \in T$ then, since $\sigma_a$ acts trivially on $\mathbb{Z}_p$,

$$(\sigma_a f)(t) = \sigma_a(f(\sigma_a^{-1}t)) = f(a^{-1}t) = a^{-1}f(t),$$

so

$$\sigma_a f = a^{-1}f.$$

It follows that

$$T \otimes_{\mathbb{Z}_p} T^{(-1)} \cong \mathbb{Z}_p,$$

with trivial Galois action.

Define the "twist" $\varepsilon_j \mathcal{X}_\infty(-1)$ by

$$\varepsilon_j \mathcal{X}_\infty(-1) = \varepsilon_j \mathcal{X}_\infty \otimes_{\mathbb{Z}_p} T^{(-1)}.$$

This is the same as $\varepsilon_j \mathcal{X}_\infty$ as a $\mathbb{Z}_p$-module but the Galois action has been changed:

$$\sigma_a(x \otimes f) = \sigma_a(x) \otimes a^{-1}f = \omega^j(a)a^{-1}(x \otimes f).$$

**Proposition 13.32.** $\varepsilon_j \mathcal{X}_\infty(-1) \cong \text{Hom}_{\mathbb{Z}_p}(\varepsilon_i A_\infty, \mathbb{Q}_p/\mathbb{Z}_p)$ as $\Lambda$-modules, where $i + j \equiv 1 \mod |\Delta|$, $i$ is odd, and $i \not\equiv 1 \mod |\Delta|$.

**Proof.** We shall show more generally that

$$\text{Hom}_{\mathbb{Z}_p}(B, \mathbb{Q}_p/\mathbb{Z}_p) \cong \text{Hom}_{\mathbb{Z}_p}(B, W_p^\infty) \otimes_{\mathbb{Z}_p} T^{(-1)}$$

for any $\Lambda$-module $B$. There is an isomorphism of abelian groups

$$\mathbb{Q}_p/\mathbb{Z}_p \xrightarrow{\phi} W_p^\infty,$$


$$\frac{a}{p^n} \mapsto \zeta_{p^n}^a.$$ 

Choose a generator $t_0$ for $T^{(-1)}$ as a $\mathbb{Z}_p$-module. If we ignore the Galois action, we obtain an isomorphism by mapping

$$h \mapsto (\phi h) \otimes t_0,$$
for $h \in \text{Hom}_{\mathbb{Z}_p}(B, \mathbb{Q}_p/\mathbb{Z}_p)$. Let $\sigma = \sigma_a \in \Gamma$. Then

$$(\sigma h)(b) = \sigma(h(\sigma^{-1}b)) = h(\sigma^{-1}b),$$

and

$$\sigma(\phi h \otimes t_0) = \sigma(\phi h \otimes t_0) = a\sigma h \otimes a^{-1}t_0$$

$$= \phi h \sigma^{-1} \otimes t_0.$$ 

Therefore

$$\sigma h \mapsto \sigma(\phi h \otimes t_0)$$

under the above isomorphism, so the Galois actions are compatible. This completes the proof. \[\square\]

The proposition says that the discrete group $\varepsilon_i A_\infty$ and the compact group $\varepsilon_j \mathcal{I}_\infty(-1)$ are dual in the sense of Pontryagin.

§13.6 The Main Conjecture

For simplicity, we assume $p \neq 2$ in this section. Consider the $\mathbb{Z}_p$-extension $\mathbb{Q}(\zeta_\infty)/\mathbb{Q}(\zeta_p)$. In Theorem 10.16 we showed that if Vandiver's Conjecture holds for $p$ then

$$\varepsilon_i X \cong \Lambda/(f(T, \omega^{1-i}))$$

for $i = 3, 5, \ldots, p - 2$, where

$$f(((1 + p)^s - 1, \omega^{1-i}) = L_p(s, \omega^{1-i}).$$

Factor $f(T, \omega^{1-i}) = p^\mu g_i(T)U_i(T)$ with $g_i$ distinguished and $U_i \in \Lambda^\times$. We know that $\mu_i = 0$ by Theorem 7.15. Therefore

$$\varepsilon_i X \cong \Lambda/(g_i(T)),$$

which is in the form of Theorem 13.12. So in this case the distinguished polynomial in the decomposition of $\varepsilon_i X$ is essentially the $p$-adic $L$-function. This is conjectured to happen more generally.

Let $F$ be totally real and let $K_0 = F(\zeta_p)$, $K_\infty = F(\zeta_p \infty)$. Let

$$\Delta = \text{Gal}(K_0/F) \subseteq (\mathbb{Z}/p\mathbb{Z})^\times.$$ 

Let $\chi \in \hat{\Delta}$ be odd (i.e., $\chi(J) = -1$). Then

$$\varepsilon_\chi X \hookrightarrow \bigoplus_i \Lambda/(p^{k_i^\chi}) \oplus \bigoplus_j \Lambda/(g_j^{\chi}(T))$$

with finite cokernel. Let $\mu_\chi = \sum k_i^\chi$ and let

$$g^\chi(T) = p^{\mu_\chi} \prod_j g_j^\chi(T).$$
It has been shown (see Barsky [4], Cassou-Noguès [4], Deligne–Ribet [1]) that there exists a $p$-adic $L$-function $L_p(s, \omega \chi^{-1})$ for the even character $\omega \chi^{-1}$. If $F = \mathbb{Q}$, this is the usual $p$-adic $L$-function. For larger $F$, the existence is more difficult to establish. Let $\gamma_0$ be the generator of $\text{Gal}(K_\infty/K_0)$ corresponding to $1 + T$. Define $\kappa_0 \in 1 + p\mathbb{Z}_p$ by $\gamma_0 \zeta_p^n = \zeta_p^{\kappa_0^n}$ for all $n \geq 1$. It has been shown that there is a power series $f_\chi \in \Lambda$ such that

$$L_p(s, \omega \chi^{-1}) = f_\chi(\kappa_0^s - 1), \quad \chi \neq \omega.$$ 

**The Main Conjecture (First Form).** $f_\chi(T) = g^\chi(T) U_\chi(T)$ with $U_\chi(T) \in \Lambda^\times$.

We may also state a slightly different form. For simplicity, assume $F = \mathbb{Q}$, though any totally real field $F$ could be used. Let $\chi \neq \omega$ be an odd Dirichlet character of the first kind (see Chapter 7, let $K_\chi$ be the associated field (see Chapter 3), and let $K_0 = K_\chi(\zeta_p)$, $K_\infty = (\zeta_p)^\infty$). Let $\mathcal{O} \supseteq \mathbb{Z}_p$ contain the values of $\chi$ and let $f_\chi \in \mathcal{O}[[T]]$ satisfy

$$f_\chi(\kappa_0^s - 1) = L_p(s, \omega \chi^{-1}),$$

as in Theorem 7.10. Then

$$f_\chi(T) = p^{\mu_x} \tilde{f}_\chi(T) U_\chi(T)$$

with $U_\chi \in \mathcal{O}[[T]]^\times$, $\tilde{f}_\chi$ distinguished, and $\mu_x \geq 0$ (in the present case, $\mu_x = 0$ by Theorem 7.15).

Consider the $\mathbb{C}_p$-vector space

$$V = X \otimes_{\mathbb{Z}_p} \mathbb{C}_p$$

as at the end of Section 13.4, and let $g_\chi(T)$ be the characteristic polynomial for $\gamma_0 - 1$ acting on $V_\chi = \varepsilon_x V$.

**The Main Conjecture (Second Form).** $\tilde{f}_\chi(T) = g_\chi(T)$.

The advantage of this form is that we may consider a larger class of characters $\chi$. The disadvantage is that we are no longer requiring the $\mu$ obtained from $\varepsilon_x X$ (when this module is defined) to equal the $\mu_x$ obtained from $f_\chi$. For abelian extensions of $\mathbb{Q}$ this makes no difference since both are 0.

The motivation for the main conjecture comes from the theory of curves over finite fields (or, function fields over finite fields). Let $C$ be a curve (complete, nonsingular) of genus $g$ over a field $k$ of characteristic $l \neq p$ and let $J$ be its Jacobian variety (if we were working over $\mathbb{C}$, $J$ would be $\mathbb{C}^g$ modulo a lattice). Let $J_p$ be the points on $J$ of $p$-power order defined over the algebraic closure $\bar{k}$ of $k$. This is essentially the analogue of $A_\infty = \lim_{n \to \infty} A_n$ (or of $A_\infty = \bigcup A_n^-$) for cyclotomic $\mathbb{Z}_p$-extensions. Then

$$J_p \simeq (\mathbb{Q}_p/\mathbb{Z}_p)^{2g},$$

as abelian groups.
Therefore (compare Corollary 13.29)
\[ \text{Hom}_{\mathbb{Z}_p}(J_{p}, \mathbb{Q}_p/\mathbb{Z}_p) \cong \mathbb{Z}_p^{2g} \]
and
\[ \text{Hom}_{\mathbb{Z}_p}(J_{p}, \mathbb{Q}_p/\mathbb{Z}_p) \otimes \mathbb{Q}_p \cong \mathbb{Q}_p^{2g}. \]

The Frobenius automorphism of \( \bar{k} \) over \( k \) acts on this last space, and a classical theorem of Weil states that the characteristic polynomial is the numerator of the zeta function of \( C \) (see Weil [5]). Therefore, the Main Conjecture is an attempt to extend the analogy between number fields and function fields to this important situation.

The Main Conjecture (first form) has been proved by Mazur and Wiles for \( F = \mathbb{Q}, K_0 = \mathbb{Q}(\zeta_p) \). In fact, they proved a slightly stronger statement, which we now briefly describe.

Let \( R \) be a commutative ring and let \( M \) be a finitely generated \( R \)-module. For some \( r \in \mathbb{Z} \) and \( B \subseteq R^r \), there is an exact sequence
\[ 0 \to B \xrightarrow{\Phi} R^r \xrightarrow{\psi} M \to 0. \]

Consider the \( r \times r \) matrices of the form
\[ \Phi = \begin{pmatrix} \phi(b_1) \\ \vdots \\ \phi(b_r) \end{pmatrix} \]
where \( (b_1, \ldots, b_r) \) runs through all \( r \)-tuples of elements of \( B \). The Fitting ideal \( F_R(M) \) (see Fitting [1], Mazur–Wiles [1] or Northcott [1]), is defined to be the ideal in \( R \) generated by the elements \( \det(\Phi) \) for all such \( \Phi \). It may be shown that \( F_R(M) \) is independent of the choices of \( r \) and \( \psi \), hence depends only on \( M \). It is not hard to show that if
\[ \text{Ann}(M) = \{ a \in R | aM = 0 \} \]
then
\[ (\text{Ann}(M))^c \subseteq F_R(M) \subseteq \text{Ann}(M). \]

Examples. (1) \( R = \mathbb{Z}, M = \) a finite abelian group. Then \( F_R(M) = |M|\mathbb{Z} \).

(2) \( M = R/I \), where \( I \) is an ideal of \( R \). Then \( F_R(M) = I \).

(3) \( R = \Lambda \) and \( M \) satisfies
\[ 0 \to M \to \bigoplus_j \Lambda/(g_j(T)) \to (\text{finite}) \to 0. \]
Then it can be shown that
\[ F_\Lambda(M) = (\prod g_j)\Lambda. \]

(4) If \( M \to N \) is a surjective map of \( R \)-modules then \( F_R(M) \subseteq F_R(N) \).
(5) If $I$ is an ideal of $R$ then
\[ F_{R/I}(M/IM) = F_R(M) \mod I. \]

(6) If $R = \mathbb{Z}_p[G]$ with $G \simeq \mathbb{Z}/p^n\mathbb{Z}$, then
\[ F_R(M) = F_R(\text{Hom}_{\mathbb{Z}_p}(M, \mathbb{Q}_p/\mathbb{Z}_p)), \]
where $\text{Hom}$ is an $R$-module via
\[ (\sigma f)(m) = \sigma(f(\sigma^{-1}m)) = f(\sigma^{-1}m) \quad \text{for } \sigma \in G. \]

Let $i \not\equiv 1 \mod p - 1$ be odd. Then there exists $f_{\omega^i}(T) \in \Lambda$ such that
\[ f_{\omega^i}((1 + p)^i - 1) = L_p(-s, \omega^1 - i). \]

Let $\varepsilon_i$ be the idempotent and recall that
\[ \varepsilon_i A_\infty = \lim \varepsilon_i A_n = \bigcup \varepsilon_i A_n. \]

Define
\[ X^{(i)}_\infty = \text{Hom}_{\mathbb{Z}_p}(\varepsilon_i A_\infty, \mathbb{Q}_p/\mathbb{Z}_p). \]

It can be shown that if $\varepsilon_i X \sim \bigoplus \Lambda/(g_f(T))$ then $X^{(i)}_\infty \sim \bigoplus \Lambda/\tilde{g}_f(T))$, where
\[ \tilde{g}_f(T) = g_f((1 + T)^{-1} - 1) \]
(i.e., $\gamma_0$ is replaced by $\gamma_0^{-1}$). See Iwasawa [25, p. 250], where a slightly different Galois action is used.

**Theorem** (Mazur–Wiles). Let $i \not\equiv 1 \mod p - 1$ be odd. Then

(i) $F_\Lambda X^{(i)}_\infty = (f_{\omega^i}(T))$,

(ii) $F_{\Lambda/(p_n(T))}(\varepsilon_i A_n) = F_{\Lambda/(p_n(T))}(X^{(i)}_\infty/P_n(T)X^{(i)}_\infty)$
\[ = (f_{\omega^i}(T) \mod P_n(T)), \]

where $P_n(T) = (1 + T)^{p^n} - 1$.

By Example 3, part (i) yields the main conjecture. Note that
\[ (f_{\omega^i}(T) \mod P_n(T)) \]
is essentially part of the Stickelberger ideal (see Chapters 6 and 7; the difference is that $\gamma_0$ is replaced by $\gamma_0^{-1}$). So this result identifies the Stickelberger ideal. If we assume Vandiver’s conjecture, then we are in the situation of Example 2 above. But there are often many noncyclic modules which give the same fitting ideal as a cyclic module gives, as shown by Example 1. So the theorem does not imply Vandiver’s conjecture or the cyclicity of the class group as a module over the group ring.

The proof uses delicate techniques from algebraic geometry and the theory of modular curves to construct unramified extensions of $\mathbb{Q}(\zeta_{p^n+1})$ for each $n$. This makes $X^{(i)}_\infty$ big enough that $F_\Lambda(X^{(i)}_\infty) \subseteq (f_{\omega^i}(T))$ for each $i$. If
\[ X^{(i)}_\infty \subseteq \bigoplus \Lambda/\tilde{g}_f(T)) \]
with finite cokernel, then

\[ F_\Lambda(X^{(i)}_{\omega}) = (\prod \tilde{g}_j(T)) \overset{\text{def}}{=} (\tilde{g}_{\omega^i}(T)). \]

Hence

\[ f_{\omega^i}(T)|\tilde{g}_{\omega^i}(T). \]

Therefore \( \deg_w f_{\omega^i} \leq \deg_w \tilde{g}_{\omega^i} \), where \( \deg_w \) denotes the Weierstrass degree, which is the degree of the distinguished polynomial in the Weierstrass decomposition. But \( \lambda^- = \sum_i \deg_w f_{\omega^i} \) by Theorem 7.14. Also

\[ \lambda^- = \sum_i \deg_w \tilde{g}_{\omega^i}, \]

as in the proof of Theorem 13.13. Therefore

\[ \deg_w f_{\omega^i} = \deg_w \tilde{g}_{\omega^i}, \]

so

\[ f_{\omega^i} = (\tilde{g}_{\omega^i})(\text{unit}). \]

This yields (i). Of course, the main part of the proof is the construction of sufficiently many unramified extensions. The techniques are an extension of those used to prove Ribet’s converse to Herbrand’s theorem (Theorem 6.18). For further details we must refer the reader to the paper of Mazur–Wiles [1] or to Coates’ Bourbaki talk [8].

One application is the following result (compare Proposition 6.16):

\[ |\varepsilon_i A_0| = p\text{-part of } B_{1, \omega^{-i}}(i \not\equiv 1 \mod p - 1, i \text{ odd}). \]

This follows from (ii). Since \( \Lambda/(P_0(T)) = \mathbb{Z}_p \), the Fitting ideal gives the order, as in Example 1. But

\[ f_{\omega^i}(T) \equiv f_{\omega^i}(0) = L_p(0, \omega^{1-i}) = -B_{1, \omega^{-i}} \mod P_0(T), \]

which yields the result.
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This section provides the machinery needed for the next section. We first give a classical homomorphism, due to Kummer, and then present its generalization, due to Coates and Wiles.

Let \( p \) be odd and let \( U_1 \) be the local units of \( \mathbb{Q}_p(\zeta_p) \) which are congruent to \( \equiv 1 \mod(\zeta_p - 1) \). If \( u \in U_1 \) (or \( U \)), we may write

\[ u = f(\zeta_p - 1), \quad \text{with } f(T) \in \Lambda^*. \]

Let

\[ D = (1 + T) \frac{d}{dT} \]
as in Chapter 12, and define
\[ \phi_k(u) = D^{k-1}(1 + T) \frac{f'}{f} \bigg|_{T=0} \mod p, \quad \text{for } 1 \leq k \leq p - 2. \]
If \( g \in \Lambda^\times \) is another such power series, then \((f/g) - 1 \in \Lambda \) and has \( \zeta_p - 1 \) as a zero. Write
\[ \frac{f}{g} - 1 = p^\mu P(T)A(T) \]
with \( P(T) \) distinguished and \( A \in \Lambda^\times \). Then \( P(\zeta_p - 1) = 0 \), so
\[ h(T) = \frac{1}{T}((1 + T)^p - 1) \]
divides \( P(T) \). Therefore
\[ f(T) = g(T)(1 + h(T)B(T)) \]
for some \( B \in \Lambda \). We obtain
\[ \frac{f'}{f} = \frac{g'}{g} + \frac{h'B + hB'}{1 + hB}. \]
Since \( h \equiv T^{p-1} \mod p\Lambda \),
\[ \frac{f'}{f} \equiv \frac{g'}{g} \mod (T^{p-2}, p). \]
It follows that \( \phi_k(u) \) is well-defined for \( 1 \leq k \leq p - 2 \), so we obtain a homomorphism
\[ \phi_k : U_1 \to \mathbb{Z}/p\mathbb{Z}. \]
These maps were first defined by Kummer. However, he worked with polynomials, let \( T = e^z - 1 \), and considered \( f(e^z - 1) \). Then \( D = (1 + T)(d/dT) \) corresponds to \( d/dz \), so
\[ \phi_k(u) = \left( \frac{d}{dz} \right)^k \log f(e^z - 1) \big|_{z=0} \mod p. \]
For an application due to Kummer, see Exercise 13.9.

**Lemma 13.33.** Let \( u \in U_1 \) and let \( 1 \leq n \leq p - 2 \). Then \( \phi_k(u) = 0 \) for \( 1 \leq k \leq n \iff u \equiv 1 \mod (\zeta_p - 1)^n+1 \).

**Proof.** If \( u \equiv 1 \mod (\zeta_p - 1)^n+1 \) we may take \( f(T) = 1 + T^{n+1}g(T) \) with \( g \in \Lambda \). Since \( f'(T) \in T^n\Lambda \), \( \phi_k(u) = 0 \) for all \( k \leq n \).

Conversely, suppose \( \phi_k(u) = 0 \) for all \( k \leq n \). Let \( u = f(\zeta_p - 1) \). Write
\[ (1 + T) \frac{f'}{f} \equiv a_0 + a_1(1 + T) + \cdots + a_{n-1}(1 + T)^{n-1} \mod T^n\Lambda. \]
Then \( \phi_1(u) \equiv a_0 + a_1 + \cdots + a_{n-1} \) and
\[
\phi_k(u) \equiv a_1 + 2^{k-1}a_2 + \cdots + (n-1)^{k-1}a_{n-1},
\]
for \( 2 \leq k \leq n \). The determinant
\[
\det(f^{j-1}), \quad 0 \leq j \leq n - 1, \quad 1 \leq k \leq n,
\]
with \( 0^0 = 1 \), is a Vandermonde determinant and is nonzero mod \( p \). Therefore \( a_i \equiv 0 \) for \( 0 \leq i \leq n - 1 \). It follows that \( f'(T) \in (T^n, p) \). Since \( f \in \Lambda \) (so \( T^n/p \) does not occur), integration yields \( f(T) \equiv a \mod(T^{n+1}, p) \) with \( a \in \mathbb{Z}_p \).
Since \( a \equiv u \equiv 1 \mod(\zeta_p - 1) \), we have \( a \equiv 1 \mod p \). Therefore
\[
u = f(\zeta_p - 1) \equiv a \mod(\zeta_p - 1)^{n+1}
\equiv 1 \mod(\zeta_p - 1)^{n+1}.
\]
This completes the proof. \( \square \)

**Lemma 13.34.** Let \( \sigma_a \in \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q}) \). Then
\[
\phi_k(\sigma_a u) = a^k \phi_k(u).
\]
**Proof.** Let \( u = f(\zeta_p - 1) \). Define
\[
g(T) = f((1 + T)^a - 1).
\]
Then \( \sigma_a u = g(\zeta_p - 1) \), and
\[
(1 + T) \frac{g'}{g} = a(1 + T)^a \frac{f'}{f} ((1 + T)^a - 1).
\]
By induction,
\[
D^{k-1}(1 + T) \frac{g'}{g} = a^k D^{k-1}(1 + X) \frac{f'}{f} \bigg|_{X = (1 + T)^a - 1}.
\]
The lemma follows easily. \( \square \)

**Lemma 13.35.** Let \( \varepsilon_i, 0 \leq i \leq p - 2 \), be the idempotents of \( \mathbb{Z}_p[\text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})] \).
If \( u \in U_1 \) then
\[
\phi_k(\varepsilon_i u) = \begin{cases} 
0 & \text{if } k \neq i \\
(\phi_k(u), & \text{if } k = i.
\end{cases}
\]
**Proof.** By Lemma 13.34,
\[
\phi_k(\varepsilon_i u) = \frac{1}{p - 1} \sum_{a=1}^{p-1} \omega^{-1}(a)a^k \phi_k(u) \equiv \begin{cases} 
0 \mod p, & \text{if } k \neq i, \\
(\phi_k(u) \mod p, & \text{if } k = i.
\end{cases}
\]
**Lemma 13.36.** If \( i \not\equiv 1 \mod p - 1 \) then \( \varepsilon_i U_1 \) is cyclic as a \( \mathbb{Z}_p \)-module. For \( i = 1, \varepsilon_i U_1 \cong \langle \zeta_p \rangle \times (\text{cyclic } \mathbb{Z}_p\text{-module}) \). If \( 2 \leq i \leq p - 2 \) and \( u \in \varepsilon_i U_1 \) then \( u \) generates \( \varepsilon_i U_1 \equiv \phi_i(u) \neq 0. \)
PROOF. First, let \( i \geq 1 \) be arbitrary. Since \( (\zeta_p^a - 1)/(\zeta_p - 1) \equiv a \mod(\zeta_p - 1) \),
\[
\eta_i \overset{\text{def}}{=} (1 - (\zeta_p - 1)^i)^{\omega(i)} = \prod_{a=1}^{p-1} (1 - (\zeta_p^a - 1)^i)^{\omega^{-i}(a)/(p-1)} \\
\equiv 1 - \frac{1}{p-1} \sum_{a=1}^{p-1} \omega^{-i}(a) \omega(\zeta_p - 1)^i \\
\equiv 1 - (\zeta_p - 1)^i \mod(\zeta_p - 1)^{i+1}.
\]
From the \( p \)-adic expansions, we easily see that \( \eta_1, \ldots, \eta_p \) generate \( U_1 \mod(\zeta_p - 1)^{p+1} \), which is easily seen to be \( U_1/U_1^p \). By Nakayama’s Lemma (see Lemma 13.16), they generate \( U_1 \) over \( \mathbb{Z}_p \). Since \( \eta_i \in \mathbb{e}_i U_1 \) for each \( i \), \( \eta_i \) must generate \( \mathbb{e}_i U_1 \) for \( i \neq 1, p \), and \( \eta_1 = \zeta_p \) and \( \eta_p \) together generate \( \mathbb{e}_1 U_1 \).
Now suppose \( 2 \leq i \leq p - 2 \) and let \( u \in \mathbb{e}_i U_1 \). Then \( u = \eta_i^b \) for some \( b \in \mathbb{Z}_p \), and \( u \) is a generator \( \iff (p, b) = 1 \). By Lemmas 13.33 and 13.35, \( \phi_i(\eta_i) \neq 0 \). Therefore
\[
\phi_i(u) = b\phi_i(\eta_i) \neq 0 \iff (p, b) = 1 \iff u \text{ is a generator.}
\]
This completes the proof.

\[\square\]

**Corollary 13.37.** Let \( 2 \leq i \leq p - 2 \). There exists \( \lambda = \lambda_i \neq 1 \) with \( \lambda^{p-1} = 1 \) such that
\[
\zeta_i = \mathbb{e}_i \left( \frac{\lambda - \zeta_p}{\omega(\lambda - 1)} \right)
\]
genrates \( \mathbb{e}_i U_1 \). (We divide by \( \omega(\lambda - 1) \) to get an element of \( U_1 \)).

**Proof.** By Lemma 13.36, it suffices to find \( \lambda \) such that \( \phi_i(\zeta_i) \neq 0 \), and by Lemma 13.35, we can work with \( (\lambda - \zeta_p)/\omega(\lambda - 1) \). Let
\[
f(T) = \frac{\lambda - 1 - T}{\omega(\lambda - 1)}.
\]
Then
\[
f(\zeta_p - 1) = \frac{\lambda - \zeta_p}{\omega(\lambda - 1)},
\]
and
\[
(1 + T) \frac{f'}{f} = 1 + \frac{\lambda}{1 + T - \lambda}
\]
\[
= - \left( \frac{1 + T}{\lambda} \right) - \cdots - \left( \frac{1 + T}{\lambda} \right)^{p-1} + \frac{\lambda}{1 + T - \lambda} \left( \frac{1 + T}{\lambda} \right)^{p}.
\]
It follows that
\[ D^{i-1}(1 + T) \frac{f'}{f} \equiv -\sum_{j=1}^{p-1} j^{i-1} \left( \frac{1 + T}{\lambda} \right)^j + \left( \frac{1 + T}{\lambda} \right)^p D^{i-1} \left( \frac{\lambda}{1 + T - \lambda} \right) \mod p \Lambda. \]

For \( 2 \leq i \leq p - 2 \), we obtain, since \( \lambda^{p-1} = 1 \),
\[ \left( 1 - \frac{1}{\lambda} \right) \phi_i \left( \frac{\lambda - \zeta_p}{\omega(\lambda - 1)} \right) \equiv -\sum_{j=1}^{p-1} j^{i-1} \lambda^{p-1-j} = -P(\lambda), \]
where
\[ P(X) = X^{p-2} + 2^{i-1} X^{p-3} + \cdots + (p - 1)^{i-1}. \]
Since \( P(X) \) has degree \( p - 2 \), and since
\[ P(1) \equiv \sum_{j=1}^{p-1} \omega(j)^{i-1} \equiv 0 \mod p \]
(in fact, 1 is a multiple root), at least one \( \lambda \neq 1 \) satisfies \( P(\lambda) \equiv 0 \mod p \).
Then \( \phi_i((\lambda - \zeta_p)/\omega(\lambda - 1)) \neq 0 \), so \( \zeta_i \) generates \( \varepsilon_i U_1 \). This completes the proof. \( \square \)

We now consider the generalization to higher levels. Let \( U_1^{(n)} \) be the local units of \( \mathbb{Q}_p(\zeta_{p^n+1}) \) which are congruent to 1 mod \( (\zeta_{p^n+1} - 1) \). The norm \( N_{n,n-1} \) from \( \mathbb{Q}_p(\zeta_{p^{n+1}}) \) to \( \mathbb{Q}_p(\zeta_{p^n}) \) maps \( U_1^{(n+1)} \) into \( U_1^{(n)} \), so we define
\[ U = \lim U_1^{(n)}. \]

Then \( U \) is \( \Lambda \)-module in the usual way and is also a \( \mathbb{Z}_p[\text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q}_p)] \)-module.

**Theorem 13.38.** Let \( u = (u_n) \in U \). Then there exists a unique \( f_u \in \Lambda \) such that
\[ f_u(\zeta_{p^{n+1}} - 1) = u_n \text{ for all } n \geq 0. \]
The map
\[ U \to \Lambda^* \]
\[ u \mapsto f_u \]
gives a bicontinuous isomorphism between \( U \) and the subgroup of \( f \in \Lambda^* \) satisfying
\[ f(0) \equiv 1 \mod p \]
\[ f((1 + T)^p - 1) = \prod_{\zeta^p = 1} f(\zeta(1 + T) - 1). \] (\#)
Proof. Corollary 7.4 implies the uniqueness of \( f_u \).

For simplicity, let \( v_n = \zeta_{p^n + 1} - 1 \). Assume for the moment that \( f_u \) exists. Since

\[
f_u(0) \equiv f_u(\zeta_p - 1) = u_0 \equiv 1 \mod (\zeta_p - 1)
\]

and since \( f_u(0) \in \mathbb{Z}_p \), we have \( f_u(0) \equiv 1 \mod p \). Observe that the conjugates of \( \zeta_{p^n + 1} \) under \( \text{Gal}(\mathbb{Q}(\zeta_{p^n + 1})/\mathbb{Q}(\zeta_p)) \) are \( \{ \zeta_{p^n + 1} | \zeta_p^p = 1 \} \). Therefore

\[
\prod_{\zeta_p = 1} f_u(\zeta(1 + v_n) - 1) = N_{n,n-1} f_u(v_n) = u_{n-1},
\]

Also

\[
f_u((1 + v_n)^p - 1) = f_u(v_{n-1}) = u_{n-1}.
\]

Therefore, again by Corollary 7.4, we obtain (\( \ast \)). Observe that if \( f \) satisfies (\( \ast \)) then

\[
N_{n,n-1} f(v_n) = f(v_{n-1}),
\]

so

\[
(f(v_n)) \in \lim_{\leftarrow} U_1^{(n)}.
\]

We therefore have a homomorphism

\[
\Lambda = \{ f \in \Lambda^n \text{ satisfying (\( \ast \))} \} \xrightarrow{g} U.
\]

Clearly \( \Lambda \) is closed in \( \Lambda^n \), hence compact. The topology on \( U \) is induced from the product topology on \( \prod_n U_1^{(n)} \), so \( U \) is compact. Any neighborhood of 1 in \( U \) contains a neighborhood of the form

\[
V_{n,k} = \{ (u_n) | u_n \equiv 1 (\mod p^k), n \leq N \}.
\]

If

\[
f \equiv 1 \mod (p, T)^{k\phi(p^{N+1})}
\]

then

\[
f(v_n) \equiv 1 \mod (p, v_n)^{k\phi(p^{N+1})}
\]

\[
\equiv 1 \mod p^k \text{ for } n \leq N.
\]

So the map \( g \) is continuous at 1, hence everywhere, since it is a homomorphism. Now assume the existence part of the theorem, so \( g \) is bijective. Any closed set of \( \Lambda \) is compact, hence its image under \( g \) is compact, hence closed. So \( g \) sends closed sets to closed sets. Therefore \( g^{-1} \) is continuous, so \( g \) is bicontinuous (this argument shows that any continuous bijection between compact Hausdorff spaces is bicontinuous).

It remains to prove the existence. We need several lemmas.

**Lemma 13.39.** There exists a unique map \( N: \Lambda \to \Lambda \) such that

\[
(Nf)((1 + T)^p - 1) = \prod_{\zeta_p = 1} f(\zeta(1 + T) - 1).
\]
Proof. Let \( g(T) \) be the power series on the right, defined by the product. Observe that for \( \zeta^p = 1 \),
\[
g(\zeta(1 + T) - 1) = g(T).
\]
Suppose we have \( a_0, \ldots, a_{n-1} \in \mathbb{Z}_p \) and \( g_n(T) \in \Lambda \) such that
\[
g(T) = \sum_{i=0}^{n-1} a_i((1 + T)^p - 1)^i + ((1 + T)^p - 1)^n g_n(T).
\]
For \( n = 0 \) this is trivial, which gets the induction started. Since
\[
g_n(\zeta(1 + T) - 1) = g_n(T)
\]
(everything else satisfies this, hence so does \( g_n \)),
\[
g_n(\zeta - 1) = g_n(0), \quad \text{for } \zeta^p = 1.
\]
Using the Weierstrass Preparation Theorem, we see that \( T \) and the minimal polynomial of \( \zeta - 1 \) both divide \( g_n(T) - g_n(0) \), so
\[
g_n(T) - g_n(0) = ((1 + T)^p - 1)g_{n+1}(T)
\]
for some \( g_{n+1} \in \Lambda \). Letting \( a_n = g_n(0) \), we obtain the above for \( n + 1 \). Continuing, we get
\[
g(T) - \sum_{i=0}^{\infty} a_i((1 + T)^p - 1)^i \in \bigcap_{n \geq 0} (p, T)^n = 0.
\]
Therefore we may let
\[
(Nf)(T) = \sum_{i=0}^{\infty} a_i T^i.
\]
Uniqueness follows from Corollary 7.4. This proves Lemma 13.39. \( \Box \)

Of course, the condition (*) of the theorem says that \( f(0) \equiv 1 \) and \( Nf = f \), for \( f \) corresponding to an element of \( U \).

**Lemma 13.40.** Let \( f \in \Lambda \). Then
\[
(Nf)(v_{n-1}) = N_{n, n-1}(f(v_n)).
\]

Proof. \( (Nf)(v_{n-1}) = (Nf)((1 + v_n)^p - 1) \)
\[
= \prod f(\zeta(1 + v_n) - 1) = N_{n, n-1}(f(v_n)),
\]
as in a previous calculation. \( \Box \)

**Lemma 13.41.** Let \( f \in \Lambda \) and assume \( f((1 + T)^p - 1) \equiv 1 \mod p^k \Lambda \). Then \( f(T) \equiv 1 \mod p^k \Lambda \).

Proof. Let
\[
f(T) = 1 + p^\mu \sum_{i=0}^{\infty} a_i T^i
\]
for some $\mu \geq 0$, with $\mu$ maximal. Let $a_n$ be the first coefficient such that $p \not| a_n$. Then
\[
\sum_{i=0}^{\infty} a_i((1 + T)^p - 1)^i \equiv a_n T^{pn} + \sum_{i > n} a_i T^{pi} \not\equiv 0 \mod p\Lambda.
\]
Since
\[
p^n \sum_{i=0}^{\infty} a_i((1 + T)^p - 1)^i \equiv 0 \mod p^k\Lambda,
\]
we must have $\mu \geq k$. This completes the proof. \qed

**Corollary 13.42.** $N : \Lambda^\times \to \Lambda^\times$ is continuous.

**Proof.** Since $N$ is a homomorphism it suffices to check continuity at 1. Lemma 13.41 and the definition of $N$ yield the result. \qed

**Lemma 13.43.** Suppose $f \in \Lambda^\times$. Then
\[
\frac{N^kf}{f} \equiv 1 \mod p\Lambda
\]
for all $k \geq 0$.

**Proof.** Since
\[
\frac{N^kf}{f} = \frac{N(N^{k-1}f)}{N^{k-1}f} \cdots \frac{N(f)}{f},
\]
it suffices to consider $k = 1$. We have
\[
\frac{(Nf)((1 + T)^p - 1)}{f((1 + T)^p - 1)} = \frac{\prod f(\zeta(1 + T) - 1)}{f((1 + T)^p - 1)} \equiv \frac{f(T)^p}{f(T^p)} \equiv 1 \mod (\zeta_p - 1),
\]
therefore mod $p$. The result now follows from Lemma 13.41. \qed

**Lemma 13.44.** Let $k \geq 1$. Then
\[
f \equiv 1 \mod p^k\Lambda \Rightarrow Nf \equiv 1 \mod p^{k+1}\Lambda.
\]

**Proof.** Write $f(T) = 1 + p^kf_1(T)$. Then
\[
f(\zeta(1 + T) - 1) \equiv 1 + p^kf_1(T) \mod (\zeta_p - 1)p^k.
\]
Therefore
\[
(Nf)((1 + T)^p - 1) \equiv (1 + p^kf_1(T))^p \equiv 1 \mod (\zeta_p - 1)p^k,
\]
hence mod $p^{k+1}$. Lemma 13.41 completes the proof. \qed

**Corollary 13.45.** Let $m \geq k \geq 0$ and let $f \in \Lambda^\times$. Then
\[
N^mf \equiv N^kf \mod p^{k+1}.
\]
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PROOF. Lemma 13.43 implies $N^{m-k}f/f \equiv 1 \mod p\Lambda$. Lemma 13.44 yields the result. \hfill \Box

**Corollary 13.46.** Let $f \in \Lambda^\times$. Then $N^\infty f = \lim N^k f$ exists.

**PROOF.** Corollary 13.45, plus the completeness of $\Lambda$. \hfill \Box

We can now prove Theorem 13.38. Let $u = (u_n) \in U$. For each $n$, choose $f_n(T) \in \Lambda$ such that

$$f_n(v_n) = u_n.$$ 

Let

$$g_m(T) = (N^m f_{2m})(T).$$

By Lemma 13.40

$$(N^k f_n)(v_{n-k}) = N_{n,n-k} f_n(v_n) = u_{n-k},$$

for $0 \leq k \leq n$. Therefore

$$(N^{m-n} g_m)(v_n) = (N^{2m-n} f_{2m})(v_n) = u_n,$$

for all $m \geq n$. By Corollary 13.45,

$$N^{m-n} g_m = N^{2m-n} f_{2m} = N^m f_{2m} = g_m \mod p^{m+1} \Lambda.$$

Letting $T = v_n$, we obtain

$$u_n \equiv g_m(v_n) \mod p^{m+1},$$

for all $m \geq n$. Since $\Lambda^\times$ is compact, the sequence $g_m$ has a cluster point $h \in \Lambda$, and

$$g_{m_i} \to h \quad \text{as} \quad m_i \to \infty \quad \text{through a subsequence}.$$ 

Since $\bigcap_{N \geq 0} (p, v_n)^N = 0$ in $\mathbb{C}_p$, it follows that

$$g_m(v_n) \to h(v_n)$$

for each $n$. Therefore $u_n = h(v_n)$ for all $n$. This completes the proof of Theorem 13.38. \hfill \Box

The above proof of the existence is an adaptation of Coleman's proof for formal groups. I would like to thank John Coates for supplying the details.

We can now define the generalization of the Kummer homomorphism. Let $u \in U$ and let $f_u$ be the associated power series. Recall that

$$D = (1 + T) \frac{d}{dT}.$$ 

For $k \geq 1$ define the Coates–Wiles homomorphism $\delta_k : U \to \mathbb{Z}_p$ by

$$\delta_k(u) = D^{k-1} (1 + T) \frac{f_u'(T)}{f_u(T)} \bigg|_{T=0}.$$
Since \( f_u \equiv 1 \bmod (p, T) \), \( \log f_u(T) \in \mathbb{Q}_p[[T]] \) is defined, so \( \delta_k(u) \) also equals \( D^k \log f_u(T)|_{T=0} \). If \( u = (u_0, u_1, \ldots) \in U \) then
\[
\phi_k(u_0) = \delta_k(u) \bmod p, \quad 2 \leq k \leq p - 2.
\]

**Lemma 13.47.** \( \delta_k(u) \) is a continuous function of \( u \) (it is "almost" continuous in \( k \); see Proposition 13.51).

**Proof.** This follows immediately from the continuity of \( u \mapsto f_u \). \( \square \)

Identify \( \mathbb{Z}_p^\wedge \cong \text{Gal}(\mathbb{Q}(\zeta_p, \omega)/\mathbb{Q}) \), \( a \mapsto \sigma_a \). An easy calculation yields the following.

**Lemma 13.48.** Let \( u \in U \) be associated to \( f_u \), and let
\[
x = \sum b_a \sigma_a \in \mathbb{Z}_p[\text{Gal}(\mathbb{Q}(\zeta_p, \omega)/\mathbb{Q})].
\]
Then
\[
f_u^x(T) = \prod f_u((1 + T)^a - 1)^{b_a}. \quad \square
\]

It is trivial to check that everything above is defined; for example,
\[
(1 + T)^a = \sum \binom{a}{n} T^n \in \Lambda.
\]

**Lemma 13.49.** Let \( a \in \mathbb{Z}_p^\wedge \) and \( \sigma_a \in \text{Gal}(\mathbb{Q}(\zeta_p, \omega)/\mathbb{Q}) \). Then, for \( k \geq 1 \),
\[
\delta_k(\sigma_a u) = a^k \delta_k(u).
\]

**Proof.** See the proof of Lemma 13.34. \( \square \)

**Lemma 13.50.** If \( u \in U \) then
\[
\delta_k(\varepsilon_i u) = \begin{cases} 0, & \text{if } k \not\equiv i \bmod p - 1 \\ \delta_k(u), & \text{if } k \equiv i \bmod p - 1. \end{cases}
\]

**Proof.** See the proof of Lemma 13.35. Note that
\[
\varepsilon_i = \frac{1}{p - 1} \sum_{a=1}^{p-1} \omega^{-1}(a) \sigma_{\omega(a)}
\]
is the idempotent since \( \text{Gal}(\mathbb{Q}(\zeta_p, \omega)/\mathbb{Q}) \) corresponds to \( \{\omega(a)\} \) in \( \mathbb{Z}_p^\wedge \). \( \square \)

Let \( 2 \leq i \leq p - 2 \) and let \( \lambda = \lambda_i \) be as in Corollary 13.37. Let
\[
\varepsilon_i^{(m)} = \varepsilon_i \left( \frac{\lambda - \zeta_{p^n+1}}{\omega(\lambda - 1)} \right).
\]
Then
\[ N_{n,n-1}(\xi_i^{(n)}) = \varepsilon_i \prod_{p=1}^{\infty} \left( \frac{\lambda - \zeta_p^{n+1}}{\omega(\lambda - 1)} \right) = \varepsilon_i \left( \frac{\lambda^p - \zeta_p^n}{\omega(\lambda - 1)^p} \right) = \xi_i^{(n-1)}, \]
so
\[ \xi_i^x = (\xi_i^{(n)}) \in \varepsilon_i U. \]

Let \( \gamma_0 \) be a topological generator of \( \text{Gal}(\mathbb{Q}(\zeta_p^x)/\mathbb{Q}(\zeta_p)) \), and define \( \kappa_0 \in 1 + p\mathbb{Z}_p \) by \( \zeta_p^{\gamma_0} = \zeta_p^{\kappa_0} \) for all \( n \geq 1 \). The following result will be crucial in the next section.

**Proposition 13.51.** Let \( 2 \leq i \leq p - 1 \). There exists \( h_i(T) \in \Lambda^x \) such that
\[ (1 - p^{k-1})\delta_k(\xi_i^x) = h_i(\kappa_0^k - 1) \quad \text{for} \quad k \equiv i \mod p - 1. \]

**Proof.** By Lemma 13.50 we may compute
\[ \delta_k \left( \frac{\lambda - (1 + T)}{\omega(\lambda - 1)} \right) \]
Let
\[ f(T) = (1 + T) \frac{d}{dT} \log \left( \frac{\lambda - (1 + T)}{\omega(\lambda - 1)} \right) \]
\[ = 1 + \frac{\lambda}{(1 + T) - \lambda}. \]
Since \( \lambda^p = \lambda \),
\[ \frac{\lambda}{(1 + T)^p - \lambda} = \frac{1}{p} \sum_{\zeta_p = 1} \zeta(1 + T) - \lambda \]
(see the example at the end of Section 12.2). Let \( U \) be as in Proposition 12.8. Then
\[ U f(T) = f(T) - \frac{1}{p} \sum_{\zeta_p = 1} f(\zeta(1 + T) - 1) \]
\[ = \frac{\lambda}{1 + T - \lambda} - \frac{\lambda}{(1 + T)^p - \lambda}. \]
We obtain
\[ (D^{k-1} U f)(0) = (1 - p^{k-1})(D^{k-1} f)(0) = (1 - p^{k-1})\delta_k(\xi_i^x). \]
By Corollary 12.9,
\[ (D^{k-1} U f)(0) = \tilde{h}_i(\kappa_0^{k-1} - 1), \quad \text{for} \quad k \equiv i \mod p - 1, \]
for some \( \tilde{h}_i \in \Lambda \). Letting
\[ h_i(T) = \tilde{h}_i(\kappa_0^{-1}(1 + T) - 1) \in \Lambda, \]
we have
\[ h_i(\kappa_0^k - 1) = \tilde{h}_i(\kappa_0^{k-1} - 1) = (1 - p^{k-1})\delta_k(\xi^\infty). \]

It remains to show that \( h_i \in \Lambda^\times \). Let \( k = i \), so \( 2 \leq k \leq p - 2 \). Then
\[ \delta_k(\xi^\infty) \equiv \phi_i(\xi^{(0)}) \not\equiv 0 \mod p, \]
by the proof of Corollary 13.37. Since \( 1 - p^{i-1} \in \mathbb{Z}_p^\times \), \( h_i(\kappa_0^i - 1) \) is a unit. Since \( h_i(\kappa_0^i - 1) \equiv h_i(0) \mod p \), \( h_i(0) \in \mathbb{Z}_p^\times \). Therefore \( h_i \in \Lambda^\times \). This proves Proposition 13.51. \( \square \)

**Lemma 13.52.** Let \( h(T) \in \Lambda \) and \( u \in U \). Then
\[ \delta_k(h(T)u) = h(\kappa_0^k - 1)\delta_k(u). \]

**Proof.** Since both sides are continuous in \( h \), we may assume \( h \) is a polynomial; by linearity, we may assume \( h(T) = (1 + T)^n \). Then \( h(T)u = \gamma_0^n u \).

By Lemma 13.49,
\[ \delta_k(\gamma_0^n u) = \kappa_0^{nk} \delta_k(u) = h(\kappa_0^k - 1)\delta_k(u). \]

This completes the proof. \( \square \)

§13.8 Local Units Modulo Cyclotomic Units

In this section we prove a beautiful theorem, due to Iwasawa, that relates the \( p \)-adic \( L \)-functions to the Galois structure of the local units modulo the closure of the cyclotomic units. We continue to assume \( p \geq 3 \).

Let \( N_{m,n} \) be the norm from \( \mathbb{Q}_p(\zeta_{pm+1}) \) to \( \mathbb{Q}_p(\zeta_{pn+1}) \) and let \( N_n \) be the norm from \( \mathbb{Q}_p(\zeta_{pn+1}) \) to \( \mathbb{Q}_p \). Recall that \( U_1^{(n)} \) denotes the local units of \( \mathbb{Q}_p(\zeta_{pn+1}) \) which are congruent to 1 mod \( (\zeta_{pn+1} - 1) \). Let
\[ U' = \{ u \in U_1^{(n)} | N_n u = 1 \}. \]

**Lemma 13.53.** Let \( u_n \in U_1^{(n)} \). Then
\[ u_n \in U' \Leftrightarrow \text{for all } m \geq n, \text{there exists } u_m \in U_1^{(m)} \text{ with } N_{m,n}(u_m) = u_n. \]

**Proof.** For simplicity, let \( K_m = \mathbb{Q}_p(\zeta_{pm+1}) \). An element \( a \in 1 + p\mathbb{Z}_p \) yields \( \sigma_a \in \text{Gal}(K_m/\mathbb{Q}_p) \), and
\[ \sigma_a = 1 \Leftrightarrow a \equiv 1 \mod p^{m+1}. \]

For \( u_n \in U_1^{(n)} \), there is a corresponding element
\[ \sigma^{(m)} = \sigma(u_n, K_m/K_n) \in \text{Gal}(K_m/K_n) \subseteq \text{Gal}(K_m/\mathbb{Q}_p), \]
and, by a property of the Artin symbol,
\[ \sigma(u_n, K_m/K_n) = \sigma(N_n u_n, K_m/\mathbb{Q}_p) = \sigma_{N_n u_n}. \]
We also have
\[ \sigma^{(m)} = 1 \iff u_n \in N_{m,n}(K_m^\times) \iff u_n \in N_{m,n}(U_1^{(m)}) \]
(see the appendix on class field theory). The last equivalence follows since
the norm of a nonunit is a nonunit, and the norm of a \((p-1)\)st root of 1 is
itself, hence not congruent to 1 mod\((\zeta_{p^n+1} - 1)\). Therefore, putting
everything together, we obtain
\[ N_n u_n = 1 \iff N_n u_n \equiv 1 \mod p^{m+1} \quad \text{for all } m \geq n \]
\[ \iff \sigma^{(m)} = 1 \quad \text{for all } m \geq n \]
\[ \iff u \in N_{m,n}(U_1^{(m)}) \quad \text{for all } m \geq n. \]
This completes the proof.

Note that "\(\iff\)" also follows from setting \(T = 0\), then dividing by \(f(0)\),
in (*) of Theorem 13.38. Also, for \(i \neq 0\),
\[ \varepsilon_i U'_n = \varepsilon_i U_1^{(n)} \]
since \(N_n = N_{n,0} N_0 = N_{n,0}((p - 1)\varepsilon_0)\) and \(\varepsilon_0 \varepsilon_i = 0\).

**Theorem 13.54.** Let \(2 \leq i \leq p - 2\) and let \(\xi^\infty_i\) be as above. Then
\[ \Lambda \simeq \varepsilon_i U \]
\[ g \mapsto g_{\xi_i}^{\xi^\infty_i}, \]
and
\[ \Lambda/((1 + T)^{p^n} - 1) \simeq \varepsilon_i U_1^{(n)} \]
\[ g \mapsto g_{\xi_i}^{\xi(n)}. \]

**Proof.** We start with the second assertion. As above, let \(K_n = \mathbb{Q}_p(\zeta_{p^n+1})\). By Corollary 13.37, \(\xi_i = \xi_i^{(0)}\) generates \(\varepsilon_i U'_1 = \varepsilon_i U_1^{(0)}\) over \(\mathbb{Z}_p = \Lambda/(T)\). Now
let \(n \geq 0\). Let \(u_n \in \varepsilon_i U_1^{(n)}\). Then
\[ N_{n,0}(u_n) \in U_1^{(0)} = \Lambda_{\xi_i}^{\xi_i^{(0)}} = \Lambda(N_{n,0}(\xi_i^{(n)})) = N_{n,0}(\Lambda_{\xi_i}^{\xi(n)}). \]
Therefore
\[ N_{n,0} \left( \frac{u_n}{g_{\xi_i}^{\xi(n)}} \right) = 1 \]
for some \(g \in \Lambda\). By Hilbert's Theorem 90,
\[ \alpha \overset{\text{def}}{=} \frac{u_n}{g_{\xi_i}^{\xi(n)}} = \beta^{(n-1)} \]
for some \(\beta \in K_n^\times\). We want \(\beta \in \varepsilon_i U_1^{(n)}\). As abelian groups
\[ K_n^\times = \pi^\mathbb{Z} \times \{\lambda^{p-1} = 1\} \times U_1^{(n)}, \]
where $\pi = \zeta_{p^{n+1}} - 1$. Therefore, for $N \geq 0$,

$$K_n^\times/(K_n^\times)^{p^N} = \pi^{Z/p^NZ} \times U_1^{(n)}/(U_1^{(n)})^{p^N}.$$ 

We may let $\epsilon_i$ act on this last space (it could not act on $K_n^\times$). Since $i \neq 0$, $\epsilon_i(\pi) \mod (K_n^\times)^{p^N}$ is represented by a unit; since $\epsilon_i^2 = \epsilon_i$, it is represented by an element of $\epsilon_iU_1^{(n)}$. Therefore

$$\epsilon_i(K_n^\times/(K_n^\times)^{p^N}) = \epsilon_i(U_1^{(n)}/(U_1^{(n)})^{p^N}).$$

Consequently, for some $\nu_N \in U_1^{(n)}$,

$$\alpha = \epsilon_i \alpha \equiv \epsilon_i \beta^{r_0 - 1} \equiv \epsilon_i \nu_N^{r_0 - 1} \mod (K_n^\times)^{p^N}.$$ 

Since $\alpha$ and $\nu_N$ are units, this yields a congruence $\mod (U_1^{(n)})^{p^N}$. Since $U_1^{(n)}$ is compact, the sequence $\epsilon_i \nu_N$ has a cluster point $v \in \epsilon_i U_1^{(n)}$, and

$$\alpha = \nu_N^{r_0 - 1} \in (\gamma_0 - 1)\epsilon_i U_1^{(n)} = T\epsilon_i U_1^{(n)}.$$ 

Therefore

$$u_n \equiv g_{\epsilon_i}^{\xi_i^{(n)}} \mod T\epsilon_i U_1^{(n)}.$$ 

By Nakayama's Lemma (13.16), $\xi_i^{(n)}$ generates $\epsilon_i U_1^{(n)}$ over $\Lambda$, since $u_n$ was arbitrary. Since $(1 + T)^{p^n} = \gamma_0^{p^n}$ fixes $\xi_i^{(n)}$,

$$\Lambda/((1 + T)^{p^n} - 1) \to \epsilon_i U_1^{(n)}$$

is surjective.

$U_1^{(n)}$ contains a subgroup of finite index which is mapped isomorphically via the logarithm to $\pi^N Z_p[\zeta_{p^{n+1}}]$ for some $N$ (see Proposition 5.7). By the normal basis theorem, there is an element of $K_n$, which we may assume to be in $\pi^N Z_p[\zeta_{p^{n+1}}]$, whose $\text{Gal}(K_n/Q_p)$-conjugates are linearly independent over $Q_p$. Therefore $\pi^N Z_p[\zeta_{p^{n+1}}]$ contains a submodule of finite index isomorphic to the group ring. Consequently

$$\begin{align*}
\mathbb{Z}_p\text{-rank } \epsilon_i U_1^{(n)} &= \mathbb{Z}_p\text{-rank } \epsilon_i \pi^N Z_p[\zeta_{p^{n+1}}] \\
&= \mathbb{Z}_p\text{-rank } \epsilon_i Z_p[\text{Gal}(K_n/Q_p)] = \mathbb{Z}_p\text{-rank } Z_p[\text{Gal}(K_n/K_0)] \\
&= p^n.
\end{align*}$$

By the division algorithm,

$$\Lambda/((1 + T)^{p^n} - 1) \simeq \mathbb{Z}_p^{p^n}$$

as $\mathbb{Z}_p$-modules. Therefore the above surjection must have trivial kernel, so

$$\Lambda/((1 + T)^{p^n} - 1) \simeq \epsilon_i U_1^{(n)}.$$ 

Now let $u = (u_n) \in \epsilon_i U = \lim_{\leftarrow} \epsilon_i U_1^{(n)}$. Then

$$u_n = f_n(T)\xi_i^{(n)}.$$
for some \( f_n \in \Lambda \), uniquely determined \( \text{mod}(1 + T)^p - 1 \). Since \( \Lambda \) is commutative,
\[
f_{n-1}(T)\xi_i^{(p-1)} = u_{n-1} = N_n, n-1(u_n) = f_n(T)N_n, n-1(\xi_i^{(n)}) = f_n(T)\xi_i^{(n-1)}.
\]
Consequently,
\[
f_{n-1}(T) \equiv f_n(T) \text{mod}(1 + T)^{p^{n-1}} - 1,
\]
so \( (f_n(T)) \) determines an element \( f(T) \in \Lambda = \lim_{\to} \Lambda/((1 + T)^p - 1) \), and
\[
u_n = f(T)\xi_i^{(n)}
\]
for all \( n \). If \( u = 1 \) then \( f(T) \equiv 0 \text{mod}(1 + T)^{p^{n}} - 1 \) for all \( n \), hence \( f = 0 \). Therefore
\[
\Lambda \to \varepsilon_i U
\]
is an isomorphism. This completes the proof of Theorem 13.54.

Remark. Usually this theorem is proved by using local class field theory, plus the structure theorem for \( \Lambda \)-modules, to show that \( \varepsilon_i U \simeq \Lambda \). It is then not hard to use Corollary 13.37 to show that \( \xi_i^{x} \) is a generator (see Lang [4]). In some ways, this gives a "better" proof, since it applies to extensions of the theory where \( \varepsilon_i U \) is not quite cyclic over \( \Lambda \).

We now consider cyclotomic units. Let \( C^{(n)} \) denote the cyclotomic units of \( \mathbb{Q}(\zeta_{p^n+1}) \), \( C^{(n)}_1 = C^{(n)} \cap U^{(n)}_1 \), and \( C^{(n)}_1 = \text{closure in } U^{(n)}_1 \). (See Exercise 13.8 for a description of \( C^{(n)}_1 \).) Then \( C^{(n)}_1 \) is a \( \mathbb{Z}_p[\text{Gal}(\mathbb{Q}_p(\zeta_{p^n+1})/\mathbb{Q}_p)] \) module. If \( \varepsilon \in C^{(n)} \) then \( \varepsilon^{p-1} \in C^{(n)}_1 \) and
\[
(\varepsilon^{p-1})^{1/(p-1)} \in \overline{C}^{(n)}_1
\]
since \( 1/(p-1) \in \mathbb{Z}_p \). Note that \( (\varepsilon^{p-1})^{1/(p-1)} = \varepsilon \leftrightarrow \varepsilon \in C^{(n)}_1 \). In general, we get the analogue of \( \langle \varepsilon \rangle \), where \( \varepsilon = \omega(\varepsilon)\langle \varepsilon \rangle \).

Fix a primitive root \( g \mod p^2 \). Then \( g \) is a primitive root \( \mod p^n \) for all \( n \geq 1 \). By Lemma 8.1 and Proposition 8.11,
\[
\frac{\zeta_{p^{n+1}}^{g} - 1}{\zeta_{p^{n+1}} - 1} \quad \text{and} \quad -\zeta_{p^{n+1}}
\]
generate \( C^{(n)} \) as a \( \mathbb{Z}_p[\text{Gal}(\mathbb{Q}_p(\zeta_{p^n+1})/\mathbb{Q}_p)] \) module. But they are not in \( C^{(n)}_1 \). Let
\[
\eta_n = \zeta_{p^{n+1}}^{g(1-g)/2} \left( \frac{\zeta_{p^{n+1}} - 1}{\zeta_{p^{n+1}}^{p-1} - 1} \right)^{p-1}
\]
Then \( \eta_n \) and \( \zeta_{p^{n+1}} \) generate \( (C^{(n)})^{p-1} \). It follows that they generate \( \overline{C}^{(n)}_1 \) as a \( \mathbb{Z}_p[\text{Gal}(\mathbb{Q}_p(\zeta_{p^n+1})/\mathbb{Q}_p)] \) module.

Let \( C_1 = \lim_{\to} C^{(n)}_1 \), with respect to the norm map. Then \( C_1 \) is a \( \Lambda \)-module and a \( \text{Gal}(\mathbb{Q}_p(\zeta_p)/\mathbb{Q}_p) \)-module. Decompose \( C_1 \) according to the idempotents:
\[
C_1 = \bigoplus_{i=0}^{p-2} \varepsilon_i C_1.
\]
Then each $\overline{C}_1$ is a $\Lambda$-module. It is easy to see that
\[
\varepsilon_i \overline{C}_1 = 0, \quad i \text{ odd}, \ i \neq 1,
\]
\[
\varepsilon_1 \overline{C}_1 = \lim \langle \zeta_{p^{n+1}} \rangle;
\]
this last module is isomorphic to $\mathbb{Z}_p$ but has a different Galois action (it is the $T$ of Section 13.5). Henceforth we restrict to even $i$. Let
\[
u = (u_n) \in \varepsilon_i \overline{C}_1.
\]
Then
\[
 u_n = f_n(T)\varepsilon_i \eta_n
\]
for some $f_n(T) \in \Lambda$. An easy calculation shows that
\[
N_{n,n-1}(\varepsilon_i \eta_n) = \varepsilon_i \eta_{n-1}.
\]
Therefore
\[
\varepsilon_i \eta = (\varepsilon_i \eta_n) \in \varepsilon_i \overline{C}_1,
\]
and
\[
u_{n-1} = f_n(T)\varepsilon_i \eta_{n-1}.
\]
Consider the set
\[
S_n = \{f(T) | u_k = f(T)\varepsilon_i \eta_k \text{ for all } k \leq n\}.
\]
Then $S_n$ is closed in $\Lambda$ and nonempty since $f_n \in S_n$. Clearly
\[
S_0 \supseteq S_1 \supseteq \cdots.
\]
Since $\Lambda$ is compact, $\bigcap S_n \neq \emptyset$ (nested set property from topology). Let $f \in \bigcap S_n$. Then
\[
u_n = f(T)\varepsilon_i \eta_n
\]
for all $n$, so we obtain the following.

**Lemma 13.55.** Let $i$ be even. Then $\varepsilon_i \overline{C}_1 = \Lambda \varepsilon_i \eta$. (This actually holds for all $i \neq 1$).

We are now ready to prove the main result of this section.

**Theorem 13.56.** Let $i \neq 0 \mod p - 1$ be even. Then
\[
\varepsilon_i U/\varepsilon_i \overline{C}_1 \simeq \Lambda/(f_i(T)),
\]
where
\[
f_i(\kappa_0^s - 1) = L_p(1 - s, \omega^i).
\]
($\kappa_0$ is defined by $\gamma_0 \zeta_{p^n} = \zeta_{p^n}^{\kappa_0}$ for all $n \geq 1$).
PROOF. From Theorem 13.54,

$$\varepsilon_i \eta = g_i(T)^{\varepsilon_i x_i}$$

for some $g_i \in \Lambda$, hence by Theorem 13.54 and Lemma 13.55

$$\varepsilon_i C_i = g_i(T)\varepsilon_i U.$$ 

It remains to evaluate $g_i(T)$. To do this, we use the Coates–Wiles homomorphism $\delta_k$ with $k \equiv i \mod p - 1$. By Lemma 13.52,

$$\delta_k(\varepsilon_i \eta) = g_k(\kappa_0^k - 1)\delta_k(\varepsilon_i x_i).$$

By Proposition 13.51, we know that

$$(1 - p^{k-1})\delta_k(\varepsilon_i x_i) = h_i(\kappa_0^k - 1)$$

with $h_i \in \Lambda^\times$. By Lemma 13.50, $\delta_k(\varepsilon_i \eta) = \delta_k(\eta)$, so

$$g_i(\kappa_0^k - 1) = (1 - p^{k-1})h_i(\kappa_0^k - 1)^{-1}\delta_k(\eta).$$

To identify $g_i$, it suffices to evaluate $\delta_k(\eta)$. Let

$$f(T) = \left( (1 + T)^{\eta + \frac{1}{2}} \frac{(1 + T)^{\eta} - 1}{(1 + T) - 1} \right)^{p-1}. $$

Then $f(T) = f_n(T)$ in the notation of Theorem 13.38. We have

$$(1 + T) \frac{f'}{f}(T) = (p - 1) \left( \frac{1 - g}{2} + \frac{g(1 + T)^{\eta}}{(1 + T)^{\eta} - 1} - \frac{1 + T}{(1 + T) - 1} \right).$$

Let $T = e^{Z} - 1$. Then $D = (1 + T)(d/dT) = d/dZ$. We have

$$\frac{g e^{gZ}}{e^{gZ} - 1} - \frac{e^{Z}}{e^{Z} - 1} = \frac{1}{Z} \left( \frac{gZ}{e^{gZ} - 1} - \frac{Z}{e^{Z} - 1} \right) + g - 1$$

$$= g - 1 + \sum_{n=1}^{\infty} (g^n - 1) \frac{B_n}{n} \frac{Z^{n-1}}{(n-1)!}.$$ 

Therefore

$$\delta_k(\eta) = D^{k-1} \left( (1 + T) \frac{f'}{f}(0) \right) = (g^k - 1) \frac{B_k}{k}$$

$$= -(g^k - 1)(1 - p^{k-1})^{-1}L_p(1 - k, \omega^i),$$

since $k \equiv i \mod p - 1$. Returning to the above, we obtain

$$g_i(\kappa_0^k - 1) = -(g^k - 1)h_i(\kappa_0^k - 1)^{-1}L_p(1 - k, \omega^i).$$

Let

$$a = \frac{(\log_p g)}{(\log_p \kappa_0)^2}.$$
and let
\[ V(T) = -\omega(g)^i(1 + T)^a + 1. \]

Then
\[ V(\kappa_0^k - 1) = -(g^k - 1) \text{ for } k \equiv i \mod p - 1, \]
and \( V(0) = 1 - \omega(g)^i \not\equiv 0 \mod p, \) so \( V \in \Lambda^\times. \) Let
\[ f_i(T) = g_i(T)h_i(T)V(T)^{-1}. \]

Then \( f_i \) and \( g_i \) generate the same ideal in \( \Lambda \) and
\[ f_i(\kappa_0^k - 1) = L_p(1 - k, \omega^i). \]
Since both sides are analytic in \( k, \) we may replace \( k \) by \( s \in \mathbb{Z}_p. \) This completes the proof.
\[ \square \]

**Notes**

The basic references for this chapter are Iwasawa [25], Coates [7], and Serre [1]. The other papers by Iwasawa and those by R. Greenberg should also be consulted.

For arbitrary (non-cyclotomic) \( \mathbb{Z}_p \)-extensions, see Bloom [1], Bloom-Gerth [1], Cuoco [1], Cuoco-Monsky [1], Monsky [1], [2], R. Greenberg [1], and Babaiecv [2].

For relations with \( K \)-theory, see Candioti [1], Coates [1], R. Greenberg [6], and Kramer-Candioti [1].

For determining how to start a \( \mathbb{Z}_p \)-extension, see Carroll [1], Carroll-Kisilevsky [1], and Bertrandias-Payan [1].

For capitulation (ideals becoming principal), see Ferrero [3] and Kuroda [1].

For a Hurwitz-type formula for the \( \lambda \)-invariant, see Kida [2], Iwasawa [29], and Kuz'min [3].

It has been conjectured that \( \lambda = 0 \) for all totally real fields. See Greenberg [5].

For the main conjecture, see Coates [7], [8], Greenberg [4], Mazur-Wiles [1], Ribet [5], and Oesterlé [2].

Theorem 13.56 is from Iwasawa [13]. The above proof comes from the proof used in the elliptic case by Coates-Wiles [4] in their work on the conjecture of Birch and Swinnerton-Dyer. For an extension to abelian fields, see Gillard [6], part II.

For more references, see the notes on Chapter 7.

**Exercises**

13.1. Suppose \( K_{\infty}/K \) is a \( \mathbb{Z}_p \)-extension such that each \( K_n \) is a CM-field. Show that if Leopoldt's conjecture holds for \( K \) then \( K_{\infty}/K \) is the cyclotomic \( \mathbb{Z}_p \)-extension.
13.2. (a) Show that in a cyclotomic $\mathbb{Z}_p$-extension no prime splits completely.
(b) Suppose $\text{Gal}(F/K) \cong \mathbb{Z}_p \times \mathbb{Z}_p$. Let $l \neq p$ be a prime. Show that the
de-composition group of a prime $l$ above $l$ is either trivial or isomorphic to $\mathbb{Z}_p$
((Hint: look at Frobenius). Conclude that there is a subextension $F_1 \subset F$ such
that $\text{Gal}(F_1/K) \cong \mathbb{Z}_p$ and such that some prime above $l$ splits completely in
$F_1/K$.

13.3. (a) Show that if $\sqrt{2} \notin K$ then $K(\sqrt{2})/K$ is the first step of the cyclotomic $\mathbb{Z}_2$
extension of $K$. 
(b) Show that $\mathbb{Q}(\sqrt{-6}, \sqrt{2})/\mathbb{Q}(\sqrt{-6})$ is unramified. Hence it is possible that
$K_1/K_0$ is unramified in a $\mathbb{Z}_p$-extension (see also Exercise 13.4).
(c) Show that the ideal $(2, \sqrt{-6})$ is not principal in $\mathbb{Q}(\sqrt{-6})$ but is principal in
$\mathbb{Q}(\sqrt{-6}, \sqrt{2})$. Show also that it represents a class in $A_+$. This shows that
Proposition 13.26 does not hold for $p = 2$ (see also Ferrero [3]).

13.4. Let $\psi_9$ be a Dirichlet character of conductor 9 with $\psi_9^3 = 1$. Let $\chi_7$ be of conductor
7 with $\chi_7^3 = 1$. Let $K_0$ be the field corresponding to $\chi_7 \psi_9$ in the sense of Chapter
3. Show that $K_0$ is totally real. Show that the first step $K_1$ of the cyclotomic
$\mathbb{Z}_3$-extension of $K_0$ corresponds to the group generated by $\chi_7$ and $\psi_9$. Show that
$K_1/K_0$ is unramified of degree 3. Hilbert’s Theorem 94 (Hilbert [2]) states that
in an unramified cyclic extension of odd prime degree $p$, at least one ideal class
becomes principal. Conclude that the map $A_0 \rightarrow A_1$ is not injective. This shows that
Proposition 13.26 does not hold for $A_1^+$.

13.5. Let $M$ be a finitely generated $\Lambda$-module. Show that there is a unique (Hausdorff)
topology which makes the action of $\Lambda$ continuous, and show that $M$ is compact
with respect to this topology.

13.6. Let $\alpha$ be algebraic and irrational. Let $K \subset \overline{\mathbb{Q}}$ (= algebraic closure) be a maximal
extension of $\mathbb{Q}$ not containing $\alpha$. Show that $\text{Gal}(\overline{\mathbb{Q}}/K) \cong \mathbb{Z}/2\mathbb{Z}$ or $\mathbb{Z}_p$ for some $p$
(cf. Lang [6], Ch. 8, Exercise 3).

13.7. Show that for each $n \geq 1$ there are infinitely many cyclic extensions of $\mathbb{Q}$ of
degree $p^n$ which are not contained in the $\mathbb{Z}_p$-extension of $\mathbb{Q}$. Show this is also true
with $\mathbb{Q}$ replaced by any number field $K$. This shows that not every such extension
starts a $\mathbb{Z}_p$-extension.

13.8. Show that $C^{(n)}_i$ (Section 13.8) is the set of products of the form

$$\prod_i \left(\zeta_{p}^{a_i} - 1\right)^{n_i}$$

with $p \nmid \prod a_i$, $\sum n_i = 0$, and $\prod a_i^{n_i} \equiv 1 \mod p$.

13.9. (a) Observe that the Kummer homomorphism can be defined for any unit $u$
i.e., we do not need $u \equiv 1 \mod (\zeta_p - 1)$. Suppose $e \in \mathbb{Z}[\zeta_p]$ is a global unit which
is congruent to a rational integer mod $p$. Show that $\phi_k(e) = 0$, $2 \leq k \leq p - 3$.
(b) Let $p$ be a regular prime. Show that for $i, k = 2, 4, \ldots, p - 3$,

$$\phi_k(E_k) \neq 0$$
$$\phi_k(E_i) = 0, \quad i \neq k,$$

where $E_k$ is as in Chapter 8.
(c) Let $\varepsilon$ be as in (a) and assume $p$ is regular. Show that $\varepsilon$ is the $p$th power of a unit of $\mathbb{Z}[\zeta_p]$.

13.10. Show that if $p$ is regular then Theorem 13.56 is trivially true.

13.11. Let $K_\infty/K_0$ be a $\mathbb{Z}_p$-extension. Suppose $K_\infty \subseteq L$, $L/K_0$ is Galois, and $L/K_\infty$ is unramified. Let $G = \text{Gal}(L/K_0)$, $X = \text{Gal}(L/K_\infty)$, and $\Gamma = G/X = \text{Gal}(K_\infty/K_0)$.

(a) Let $\mathfrak{p}$ be a prime of $L$ which is totally ramified in $K_\infty/K_0$ and let $I \subseteq G$ be its inertia group. Show that for $n \geq 0$, $I^{p^n}$ is the inertia group in $\text{Gal}(L/K_n)$ for $\mathfrak{p}$, and that $I^{p^n} \simeq \Gamma^{p^n}$ under the map $G \to \Gamma$.

(b) Suppose $F/K_0$ is a finite extension with $F \subseteq L$. Show that $I^{p^n}$ acts trivially on $F$ for $n$ sufficiently large. Conclude that, for $n$ large, the (possibly trivial) extension $FK_n/K_n$ is unramified at $\mathfrak{p}$.

(c) Suppose $X$ is abelian. Show that each finite subextension of $L/K_\infty$ is obtained by lifting an abelian extension $F/K_n$, for some $n$, to $K_\infty$. Use (b) to show that we may assume the extension $F/K_n$ is unramified.

(d) Conclude that the field $L = \bigcup L_n$ in the proof of Theorem 13.13 is the maximal unramified abelian $p$-extension of $K_\infty$.

13.12. Let $M$ be a $\Lambda$-module. Define $M^\Gamma = \{ m \in M | \gamma_m = m \text{ for all } \gamma \in \Gamma \}$ and $M_{\Gamma} = M/TM$. Then $M^\Gamma$ and $M_{\Gamma}$ are the largest submodule and quotient, respectively, on which $\Gamma$ acts trivially. Observe that $M^\Gamma$ is the kernel of multiplication by $T$. Suppose $M^\Gamma$ and $M_{\Gamma}$ are finite. Define

$$Q(M) = \frac{|M^\Gamma|}{|M_{\Gamma}|}.$$  

(this is a Herbrand quotient. See Lang [1], p. 179).

(a) Show that if $M$ is finite then $Q(M) = 1$ (Hint: $M/M^\Gamma \simeq TM$).

(b) Suppose $0 \to A \to B \to C \to 0$ is an exact sequence of $\Lambda$-modules. Show that $Q(A)Q(C) = Q(B)$ in the sense that if two factors are defined, so is the third and equality holds (Hint: Apply the Snake Lemma to two copies of the sequence, with vertical maps multiplication by $T$).

(c) Suppose $M = \Lambda/(f)$ with $f(0) \neq 0$. Show that $Q(M) = |f(0)|_p$.

(d) Extend (c) to $M = \bigoplus \Lambda/(f_i)$.

(e) Suppose $M$ is a $\Lambda$-module with $M \sim \bigoplus \Lambda/(f_i)$. Let $F = \prod f_i$, and suppose $F(0) \neq 0$. Show that $Q(M) = |F(0)|_p$.

(f) Show that the Main Conjecture for $Q(\zeta_p)$ implies that $|\varepsilon_i A_0| = |B_{1,0, -i} - 1|_p^{-1}$ (compare p. 299. Hint: Prop. 13.22. The analytic class number formula changes the inequalities to equalities, so you do not need to know $M^\Gamma$).
The Kronecker–Weber theorem asserts that every abelian extension of the rationals is contained in a cyclotomic field. It was first stated by Kronecker in 1853, but his proof was incomplete. In particular, there were difficulties with extensions of degree a power of 2. Even in the proof we give below this case requires special consideration. The first proof was given by Weber in 1886 (there was still a gap; see Neumann [1]). Both Kronecker and Weber used the theory of Lagrange resolvents. In 1896, Hilbert gave another proof which relied more on an analysis of ramification groups. Now, the theorem is usually given as an easy consequence of class field theory. We do this in the Appendix. The main point is that in an abelian extension the splitting of primes is determined by congruence conditions, and we already know that \( p \) splits in \( \mathbb{Q}(\zeta_n) \) if and only if \( p \equiv 1 \mod n \).

The purpose of the present chapter is to give a proof of the Kronecker–Weber theorem independent of class field theory. Our argument is a modification of one of Shafarevich (see Narkiewicz [1]), where the global result is deduced from the corresponding result for local fields \( \mathbb{Q}_p \). Except for a few minor references, this chapter is independent of the rest of the book.

One significance of the Kronecker–Weber theorem is that it shows how to generate abelian extensions of \( \mathbb{Q} \) via an analytic function, namely \( e^{2\pi i x} \) evaluated at rational \( x \). For abelian extensions of imaginary quadratic fields, this is accomplished with elliptic modular functions in the theory of complex multiplication. In general, the situation is called Hilbert’s Twelfth Problem.

**Theorem 14.1 (Kronecker–Weber).** If \( K/\mathbb{Q} \) is a finite abelian extension, then

\[
K \subseteq \mathbb{Q}(\zeta_n)
\]

for some \( n \).
Theorem 14.2. If $K/\mathbb{Q}_p$ is a finite abelian extension, then

$$K \subseteq \mathbb{Q}_p(\zeta_n)$$

for some $n$.

Proof. We first show it suffices to prove 14.2.

14.2 (for all $p$) $\Rightarrow$ 14.1.

Assume $K/\mathbb{Q}$ is abelian. Let $p$ be a prime which ramifies in this extension. Let $K_p$ be the completion at a prime above $p$. Then $K_p/\mathbb{Q}_p$ is abelian, so

$$K_p \subseteq \mathbb{Q}_p(\zeta_{n_p})$$

for some $n_p$. Let $p^{e_p}$ be the exact power of $p$ dividing $n_p$ and let

$$n = \prod_{p \text{ramifies}} p^{e_p}.$$

We claim $K \subseteq \mathbb{Q}(\zeta_n)$. Let $L = K(\zeta_n)$, so $L/\mathbb{Q}$ is abelian and if $p$ ramifies in $L/\mathbb{Q}$ then $p$ ramifies in $K/\mathbb{Q}$. Also, if $L_p$ denotes the completion at a suitable prime of $L$ above $p$,

$$L_p = K_p(\zeta_n) \subseteq \mathbb{Q}_p(\zeta_{n_p})$$

with $(n', p) = 1$.

Let $I_p$ be the inertia group for $p$ in $L/\mathbb{Q}$. Then $I_p$ may be computed locally, so

$$I_p \simeq \text{Gal}(\mathbb{Q}_p(\zeta_{n_p})/\mathbb{Q}_p),$$

which has order $\phi(p^{e_p})$. Let $I \subseteq \text{Gal}(L/\mathbb{Q})$ be the group generated by all $I_p$ with $p$ ramified ($p$ finite). Since $\text{Gal}(L/\mathbb{Q})$ is abelian,

$$|I| \leq \prod |I_p| = \prod \phi(p^{e_p}) = \phi(n) = [\mathbb{Q}(\zeta_n): \mathbb{Q}].$$

Lemma 14.3. If $F/\mathbb{Q}$ is an extension in which no finite prime ramifies, then $F = \mathbb{Q}$.

Proof. A theorem of Minkowski (see Exercise 2.5) states that every ideal class of $F$ contains an integral ideal of norm less than or equal to

$$\frac{n!}{n^n} \left(\frac{4}{\pi}\right)^{r_2} \sqrt{d_F},$$

where $n = [F: \mathbb{Q}]$, $d_F$ is the absolute value of the discriminant, and $r_2 \leq n/2$ is the number of complex places. In particular, this quantity must be at least 1, so

$$\sqrt{d_F} \geq \frac{n^n}{n!} \left(\frac{\pi}{4}\right)^{r_2} \geq \frac{n^n}{n!} \left(\frac{\pi}{4}\right)^{n/2} \overset{\text{def}}{=} b_n.$$
Since \( b_2 > 1 \) and
\[
\frac{b_{n+1}}{b_n} = \left(1 + \frac{1}{n}\right)^n \frac{\pi}{4} \geq 2 \frac{\pi}{4} > 1,
\]
we must have, if \( n \geq 2 \),
\[
d_F > 1.
\]
Consequently there exists a prime \( p \) dividing \( d_F \), which means \( p \) ramifies. This proves Lemma 14.3.

Returning to the above, we consider the fixed field \( F \) of \( I \). Then \( F/\mathbb{Q} \) is unramified at all finite primes, so \( F = \mathbb{Q} \). Therefore
\[
I = \text{Gal}(L/\mathbb{Q}),
\]
hence
\[
[L : \mathbb{Q}] = |I| \leq [\mathbb{Q}(\zeta_n) : \mathbb{Q}].
\]

Since
\[
\mathbb{Q}(\zeta_n) \subseteq K(\zeta_n) = L,
\]
we have equality, so
\[
K \subseteq \mathbb{Q}(\zeta_n).
\]
This proves "14.2 \( \Rightarrow \) 14.1."

We are now reduced to the local situation, where the structure of extensions is much simpler. We shall often use the following well-known result.

**Lemma 14.4.** Let \( K \) and \( L \) be finite extensions of \( \mathbb{Q}_p \) such that \( K/L \) is unramified. Then
(a) \( K = L(\zeta_n) \) for some \( n \) with \( p \nmid n \), and
(b) \( \text{Gal}(K/L) \) is cyclic.

Also, for fixed \( L \) and for every integer \( m \geq 1 \), there exists a unique unramified extension \( K \) of \( L \) which is cyclic of degree \( m \).

We sketch the proof. First consider (a) and (b), and assume \( K/L \) is Galois. Let \( \mathcal{O}_K \) and \( \mathfrak{p}_K \) be the integers and maximal ideal for \( K \) and define \( \mathcal{O}_L \) and \( \mathfrak{p}_L \) similarly. Since \( K/L \) is unramified, there is a canonical isomorphism
\[
\text{Gal}(K/L) \cong \text{Gal}(\mathcal{O}_K \mod \mathfrak{p}_K/\mathcal{O}_L \mod \mathfrak{p}_L)
\]
(if there were ramification, we would have to mod out by the inertia group on the left). The right-hand side is an extension of finite fields, hence cyclic. If \( K/L \) is not necessarily Galois, then the Galois closure yields a cyclic Galois group; so \( K/L \) is already Galois and cyclic. This proves (b). Since every
nonzero element of a finite field is a root of unity of order prime to \( p \), we may choose \( \zeta_n \in \mathcal{O}_K \) mod \( \mathfrak{p}_K \) with \((n, p) = 1\) which generates the extension of finite fields. Since \( X^n - 1 = 0 \) has a solution mod \( \mathfrak{p}_K \), Hensel's lemma (note \( p \nmid n \)) yields a solution in \( \mathcal{O}_K \), which generates the extension \( K/L \) because of the isomorphism of Galois groups. This proves (a). To prove the last statement, let \( \zeta_n \) with \( p \nmid n \) generate an extension of \( \mathcal{O}_L/\mathfrak{p}_L \) of degree \( m \). Then \( L(\zeta_n)/L \) is unramified and, by the isomorphism of Galois groups, is cyclic of degree \( m \). If there are two such extensions, then the composition is unramified, hence cyclic by (b). Therefore the two extensions must coincide. This proves the lemma.

In the proof of Theorem 14.2, it will be convenient to know what the answer will be. Unramified extensions of \( \mathbb{Q}_p \) will be given by Lemma 14.4. In particular, we already have a good supply of unramified extensions. The ramified extensions of \( \mathbb{Q}_p \) will be subfields of \( \mathbb{Q}_p(\zeta_{p^n}) \). Since our list of abelian extensions already includes such subfields, we can produce totally ramified extensions \( K/\mathbb{Q}_p \) with any group

\[
\text{Gal}(K/\mathbb{Q}_p) \cong \begin{cases} \mathbb{Z}/(p-1)\mathbb{Z} \times \mathbb{Z}/p^n\mathbb{Z}, & p \neq 2, \\ \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2^n\mathbb{Z}, & p = 2, \end{cases}
\]

for all \( n \geq 0 \). The fact that we can get \((\mathbb{Z}/2\mathbb{Z})^2\) for \( p = 2 \) will cause slight problems.

We now start the proof of Theorem 14.2. Observe that it suffices to assume

\[
\text{Gal}(K/\mathbb{Q}_p) \cong \mathbb{Z}/q^m\mathbb{Z}, \quad q = \text{prime}, m \geq 1.
\]

We consider three cases: \( p \neq q, p = q \neq 2, \) and \( p = q = 2 \).

**Case 1.** \( q \neq p \)

**Lemma 14.5.** Let \( K \) and \( L \) be finite extensions of \( \mathbb{Q}_p \) and let \( \mathfrak{p}_L \) be the maximal ideal of the integers of \( L \). Suppose \( K/L \) is totally ramified of degree \( e \) with \( p \nmid e \) (i.e., \( K/L \) is tamely ramified). Then there exists \( \pi \in L \) of order 1 at \( \mathfrak{p}_L \) and a root \( \alpha \) of

\[
X^e - \pi = 0
\]

such that \( K = L(\alpha) \).

**Proof.** Let \( |x| \) be the absolute value on \( \mathbb{C}_p \) (= completion of the algebraic closure of \( \mathbb{Q}_p \)). Let \( \pi_0 \in \mathfrak{p}_L \) be of order 1. Choose \( \beta \in K \) to be a uniformizing parameter, so that

\[
|\beta|^e = |\pi_0|.
\]

Then

\[
\beta^e = \pi_0 u \quad \text{with} \ u \in U_K = \text{units of } K.
\]
Since $K/L$ is totally ramified, the extension of residue class fields is trivial. Consequently

$$u \equiv u_0 \mod \mu_K \quad \text{with} \quad u_0 \in U_L.$$  

Therefore

$$u = u_0 + x \quad \text{with} \quad x \in \mu_K.$$  

Let $\pi = \pi_0 u_0$, so

$$\beta^e = \pi_0 u_0 + \pi_0 x = \pi + \pi_0 x$$

and

$$|\beta^e - \pi| < |\pi_0| = |\pi|.$$  

Let $\alpha_1, \ldots, \alpha_e$ be the roots of

$$f(X) = X^e - \pi.$$  

Since the $\alpha$'s differ by roots of unity,

$$|\alpha_i| = |\alpha_j| \quad \text{for all} \quad i, j,$$

so

$$|\alpha_i - \alpha_1| \leq \text{Max}(|\alpha_i|, |\alpha_1|) = |\alpha_1|.$$  

But

$$\prod_{i \neq 1} |\alpha_i - \alpha_1| = |f'(\alpha_1)| = |e\alpha_1^{e-1}| = |\alpha_1|^{e-1}.$$  

Consequently

$$|\alpha_i - \alpha_1| = |\alpha_1|, \quad i \neq 1.$$  

Since

$$\prod_i |\beta - \alpha_i| = |f(\beta)| < |\pi| = \prod_i |\alpha_i|,$$

we must have for some $\alpha_i$, say $\alpha_1$, that

$$|\beta - \alpha_1| < |\alpha_1|.$$  

Therefore

$$|\beta - \alpha_1| < |\alpha_i - \alpha_1|, \quad i \neq 1.$$  

By Krasner's lemma (Lemma 5.3),

$$L(\alpha_1) \subseteq L(\beta) \subseteq K.$$  

But $f(X)$ is irreducible by the Eisenstein criterion, so


This completes the proof of Lemma 14.5. □
Lemma 14.6. \( \mathbb{Q}_p((-p)^{1/(p-1)}) = \mathbb{Q}_p(\zeta_p) \).

Proof. Let
\[
g(X) = \frac{(X + 1)^p - 1}{X} = X^{p-1} + pX^{p-2} + \cdots + p.
\]
Then
\[
0 = g(\zeta_p - 1) \equiv (\zeta_p - 1)^{p-1} + p \mod (\zeta_p - 1)^p,
\]
so
\[
u = \frac{(\zeta_p - 1)^{p-1}}{-p} \equiv 1 \mod (\zeta_p - 1).
\]
It follows that
\[
u_1 = \lim_{n \to \infty} u^{-(1+p+\cdots+p^n)}
\]
exists in \( \mathbb{Q}_p(\zeta_p) \) and satisfies
\[
u_1^{p-1} = u.
\]
Therefore \((-p)^{1/(p-1)} \in \mathbb{Q}_p(\zeta_p)\). Since \(X^{p-1} + p\) is irreducible over \( \mathbb{Q}_p \) by the Eisenstein criterion, the lemma follows easily.

Now assume \( K/\mathbb{Q}_p \) is abelian of degree \( q^m \). Let \( L/\mathbb{Q}_p \) be the maximal unramified subextension (= fixed field of the inertia group). Then
\[
L \subseteq \mathbb{Q}_p(\zeta_p)
\]
for some \( n \), by Lemma 14.4. Let \( e = [K:L] \). Since \( e \) is a power of \( q \), \( p \nmid e \), so \( K/L \) is totally and tamely ramified. By Lemma 14.5,
\[
K = L(\pi^{1/e}).
\]
for some \( \pi \) of order 1 in \( L \). Since \( L/\mathbb{Q}_p \) is unramified, \( p \) has order 1 in \( L \), so
\[
\pi = -up
\]
for some unit \( u \in L \). Since \( u \) is a unit and \( p \nmid e \), the extension \( L(u^{1/e})/L \) is unramified; hence by Lemma 14.4
\[
L(u^{1/e}) \subseteq L(\zeta_M) \subseteq \mathbb{Q}_p(\zeta_{MN})
\]
for some \( M \). In particular, \( \mathbb{Q}_p(u^{1/e}) \subseteq \mathbb{Q}_p(\zeta_{MN}) \), so
\[
\mathbb{Q}_p(u^{1/e})/\mathbb{Q}_p
\]
is abelian. Since \( K/\mathbb{Q}_p \) is abelian, \( \mathbb{Q}_p(\pi^{1/e})/\mathbb{Q}_p \) is abelian. It follows that
\[
\mathbb{Q}_p((-p)^{1/e})/\mathbb{Q}_p
\]
is also abelian. But $X^e + p$ is irreducible over $\mathbb{Q}_p$. It yields an abelian, hence Galois, extension of $\mathbb{Q}_p$, so

$$\mathbb{Q}_p((-p)^{1/e}) = \mathbb{Q}_p(\zeta_e(-p)^{1/e})$$

for a primitive $e$th root of unity $\zeta_e$. Therefore

$$\zeta_e \in \mathbb{Q}_p((-p)^{1/e}).$$

Since $\mathbb{Q}_p((-p)^{1/e})/\mathbb{Q}_p$ is totally ramified, so is the subextension $\mathbb{Q}_p(\zeta_e)/\mathbb{Q}_p$. But $p \not| e$, so the latter extension is trivial and $\zeta_e \in \mathbb{Q}_p$. Therefore $e | p - 1$ (if $p = 2$ we obtain $e = 1$ or $2$, but since $q \neq p$, $e = 2$ is excluded).

We may now put things back together. By Lemma 14.6,

$$\mathbb{Q}_p((-p)^{1/e}) \subseteq \mathbb{Q}_p(\zeta_p).$$

Therefore

$$K = L(\pi^{1/e}) \subseteq L(u^{1/e}, (-p)^{1/e}) \subseteq \mathbb{Q}_p(\zeta_{Mnp}).$$

This finishes Case I.

**Case II.** $p = q \neq 2$

**Lemma 14.7.** Let $F$ be a field of characteristic $\neq p$, let $M = F(\zeta_p)$, and let $L = M(a^{1/p})$ for some $a \in M$. Define the character $\omega$: $\text{Gal}(M/F) \to \mathbb{Z}_p^*$ by

$$\sigma^\omega_p = \zeta_p^{\sigma(a)}.\text{ Then}$$

$$L/F \text{ is abelian } \Rightarrow \sigma(a) \equiv a^{\omega(\sigma)} \mod (M^\times)^p$$

for all $\sigma \in \text{Gal}(M/F)$.

**Remarks.** $\mathbb{Z}_p$ acts on $M^\times/(M^\times)^p$ in the obvious way, so $a^{\omega(\sigma)} \mod (M^\times)^p$ is defined. The converse of the lemma is also true but will not be needed. One first shows that $L/F$ is Galois, then reverses the proof below to obtain abelian. The lemma is sometimes stated as

$$L/F \text{ is abelian } \iff \text{there exists } c \in M \text{ such that } \sigma_g a = a^d c^p,$$

where $\sigma_g: \zeta_p \mapsto \zeta_p^g$ generates $\text{Gal}(M/F)$.

**Proof of Lemma 14.7.** Let $G = \text{Gal}(M/F)$ and $H = \text{Gal}(L/M)$. Then $G$ acts on $H$ as follows. If $\sigma \in G$, extend it to an element of $\text{Gal}(L/F)$. Then define $h^\sigma = \sigma h \sigma^{-1}$. This is well-defined since $H$ is abelian. In fact, since $L/F$ is abelian, this action is trivial.

Let $A$ be the subgroup of $M^\times/(M^\times)^p$ generated by $a$. We have the Kummer pairing

$$H \times A \to W_p = p \text{th roots of unity,}$$

$$\langle h, a \rangle = \frac{h(a^{1/p})}{a^{1/p}}.$$
It is bilinear and nondegenerate. As in Chapter 10, we have
\[ \langle h^\sigma, a^\sigma \rangle = \langle h, a \rangle^\sigma, \quad \sigma \in G. \]
Since \( G \) acts trivially on \( H \) and acts on \( W_p \) via \( \omega \),
\[ \langle h, a^{\omega(\sigma)} \rangle = \langle h, a \rangle^\sigma = \langle h^\sigma, a^\sigma \rangle = \langle h, a^\sigma \rangle \]
for all \( h \). Since the pairing is nondegenerate,
\[ a^{\omega(\sigma)} \equiv a^\sigma \mod (M^\times)^p. \]
This completes the proof of Lemma 14.7.

Let \( K_1/Q_p \) be cyclic of degree \( p^m \). We already have a totally ramified cyclic extension \( K_r/Q_p \) of degree \( p^m \) contained in \( Q(\zeta_{p^m-1}) \), namely the fixed field of the subgroup of order \( p-1 \) in the Galois group. There is also an unramified cyclic extension \( K_u/Q_p \) of degree \( p^m \) (Lemma 14.4) which equals \( Q_p(\zeta_n) \) for some \( n \). Since \( K_r \cap K_u = Q_p \),
\[ \text{Gal}(K,K_u/Q_p) \cong (\mathbb{Z}/p^m\mathbb{Z})^2. \]
Suppose \( K \not\subseteq Q(\zeta_{p^m-1}, \zeta_n) \). Then
\[ \text{Gal}(K(\zeta_{p^m-1}, \zeta_n)/Q_p) \cong (\mathbb{Z}/p^m\mathbb{Z})^2 \times \mathbb{Z}/p^{m'}\mathbb{Z} \]
for some \( m' > 0 \). This group has \( (\mathbb{Z}/p\mathbb{Z})^3 \) as a quotient, so there is a field \( N \) such that
\[ \text{Gal}(N/Q_p) \cong (\mathbb{Z}/p\mathbb{Z})^3. \]
The following lemma finishes the proof of Case II.

**Lemma 14.8.** Assume \( p \neq 2 \). There are no extensions \( N/Q_p \) with \( \text{Gal}(N/Q_p) \cong (\mathbb{Z}/p\mathbb{Z})^3 \).

**Proof.** If we have such an \( N \), then \( N(\zeta_p)/Q_p \) is abelian and
\[ \text{Gal}(N(\zeta_p)/Q_p(\zeta_p)) \cong (\mathbb{Z}/p\mathbb{Z})^3 \]
This is a Kummer extension so there is a corresponding subgroup
\[ B \subseteq \{Q_p(\zeta_p)^\times/(Q_p(\zeta_p)^\times)^p \}
\]
with \( B \cong (\mathbb{Z}/p\mathbb{Z})^3 \) and \( Q_p(\zeta_p)(B^{1/p}) = N(\zeta_p) \). Let \( a \in B \) and let \( L = Q_p(\zeta_p, a^{1/p}) \). Then \( L/Q_p \) is abelian, so
\[ \sigma a \equiv a^{\omega(\sigma)} \mod (Q_p(\zeta_p)^\times)^p, \quad \sigma \in \text{Gal}(Q_p(\zeta_p)/Q_p). \]
Let \( \nu \) be the valuation on \( Q_p(\zeta_p) \) with \( \nu(\zeta_p - 1) = 1 \). Then
\[ \nu(a) = \nu(\nu(\sigma)\nu(a) \mod p, \quad \text{for all } \sigma. \]
Since \( \sigma \zeta_p \neq \zeta_p \) if \( \sigma \neq 1 \), we have \( \nu(\sigma) \neq 1 \mod p \) for such \( \sigma \). Therefore
\[ \nu(a) \equiv 0 \mod p. \]
Since
\[ \mathbb{Q}_p(\zeta_p)^\times = (\zeta_p - 1)^\mathbb{Z} \times W_{p-1} \times U_1, \]
where \( U_1 = \{ u \equiv 1 \mod \zeta_p - 1 \} \), we may change \( a \) by a \( p \)th power to obtain \( a \in U_1 \). So we may assume
\[ B \subseteq U_1/U_1^p, \]
and \( \text{Gal}(\mathbb{Q}_p(\zeta_p)/\mathbb{Q}_p) \) acts via the character \( \omega \).

Let \( \pi = \zeta_p - 1 \) and let \( u = 1 + b\pi + \cdots \in U_1 \) (with \( b \in \mathbb{Z} \)). Since
\[ \zeta_p^b \equiv 1 + b\pi \mod \pi^2, \]
we have \( u_1 = \zeta_p^{-b}u \equiv 1 \mod \pi^2 \). An easy calculation shows that \( u_1^p \equiv 1 \mod \pi^{p+1} \), hence \( u^p \equiv 1 \mod \pi^{p+1} \). Conversely, if \( u_2 \equiv 1 \mod \pi^{p+1} \), then
\[ \frac{1}{p} \log_p u_2 \equiv 0 \mod \pi^2, \]
hence
\[ u = \exp\left( \frac{1}{p} \log_p u_2 \right) \]
converges to an element of \( U_1 \) and \( u^p = u_2 \) (see Section 5.1; alternatively, the binomial series for \( (1 + u_2 - 1)^{1/p} \) converges). Therefore
\[ U_1^p = \{ u \equiv 1 \mod \pi^{p+1} \}. \]

Again, let \( u \in U_1 \). Write \( u = \zeta_p^{b}u_1 \) with \( u_1 \equiv 1 \mod \pi^2 \). If \( u \in B \) then
\[ \sigma u \equiv u^{\omega(\sigma)} \mod U_1^p, \quad \sigma \in \text{Gal}(\mathbb{Q}_p(\zeta_p)/\mathbb{Q}_p) \]
Since \( \zeta_p^{b} \) already satisfies this relation, so does \( u_1 \). Write
\[ u_1 = 1 + c\pi^d + \cdots \]
with \( c \in \mathbb{Z} \), \( (c, p) = 1 \), and \( d \geq 2 \). Since \( (\sigma\pi)/\pi \equiv \omega(\sigma) \mod \pi \),
\[ \sigma u_1 = 1 + c\omega(\sigma)^d\pi^d + \cdots. \]
But
\[ u_1^{\omega(\sigma)} = 1 + c\omega(\sigma)^d\pi^d + \cdots. \]
Since \( \sigma u_1 \equiv u_1^{\omega(\sigma)} \mod U_1^p \) for all \( \sigma \), we must have either \( d \geq p + 1 \) or \( d \equiv 1 \mod p - 1 \). The first means that \( u_1 \) is in \( U_1^p \), the second that \( d = p \). Clearly \( 1 + \pi^p \) generates modulo \( U_1^p \) the subgroup of \( u_1 \equiv 1 \mod \pi^p \).

Putting everything back together, we obtain
\[ B \subseteq \langle \zeta_p, 1 + \pi^p \rangle \subseteq U_1/U_1^p, \]
where \( \langle x, y \rangle \) denotes the subgroup generated by \( x \) and \( y \). Since \( B \cong (\mathbb{Z}/p\mathbb{Z})^3 \), we have a contradiction. This proves Lemma 14.8. \( \square \)
Case III. $p = q = 2$

We already have a totally ramified abelian extension $K_r = \mathbb{Q}_2(\zeta_{2^{m+2}})$ with

$$\text{Gal}(K_r/\mathbb{Q}_2) \simeq \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2^m\mathbb{Z}.$$ 

We also have an unramified extension $K_u$ with

$$\text{Gal}(K_u/\mathbb{Q}_2) \simeq \mathbb{Z}/2^m\mathbb{Z}.$$ 

Since $K_r \cap K_u = \mathbb{Q}_2$, 

$$\text{Gal}(K_rK_u/\mathbb{Q}_2) \simeq \mathbb{Z}/2\mathbb{Z} \times (\mathbb{Z}/2^m\mathbb{Z})^2.$$ 

Let $K/\mathbb{Q}_2$ be cyclic of degree $2^m$ and suppose $K \not\subseteq K_rK_u$. Then $\text{Gal}(KK_rK_u/\mathbb{Q}_2)$ has exponent $2^m$, requires at most 4 generators, one of which has order 2, and has $\text{Gal}(K_rK_u/\mathbb{Q}_2)$ as a quotient by a nontrivial subgroup. Therefore

$$\text{Gal}(KK_rK_u/\mathbb{Q}_2) \simeq \begin{cases} 
\mathbb{Z}/2\mathbb{Z} \times (\mathbb{Z}/2^m\mathbb{Z})^2 \times \mathbb{Z}/2^{m'}\mathbb{Z}, & \text{with } m' \geq 1, \\
or & \\
(\mathbb{Z}/2^m\mathbb{Z})^2 \oplus (\mathbb{Z}/2^{m'}\mathbb{Z}), & \text{with } m \geq m' \geq 2.
\end{cases}$$ 

Therefore there is a field $N$ with

$$\text{Gal}(N/\mathbb{Q}_2) \simeq \begin{cases} 
(\mathbb{Z}/2\mathbb{Z})^4 \\
or & \\
(\mathbb{Z}/4\mathbb{Z})^3.
\end{cases}$$ 

We shall show this is impossible. The first corresponds to four independent quadratic extensions of $\mathbb{Q}_2$. We have

$$\mathbb{Q}_2^x/(\mathbb{Q}_2^x)^2 \simeq \mathbb{Z}/2\mathbb{Z} \times \{ \pm 1 \} \times U_1/U_1^2$$

where $U_1 = \{ u \equiv 1 \mod 4 \}$. As in Case II, it is easy to see that $U_1^2 = \{ u \equiv 1 \mod 8 \}$, hence

$$U_1/U_1^2 \simeq \mathbb{Z}/2\mathbb{Z}.$$ 

Therefore

$$\mathbb{Q}_2^x/(\mathbb{Q}_2^x)^2 \simeq (\mathbb{Z}/2\mathbb{Z})^3.$$ 

By Kummer theory, the first possibility is now eliminated.

Suppose now that $\text{Gal}(N/\mathbb{Q}_2) \simeq (\mathbb{Z}/4\mathbb{Z})^3$. Then $i = \sqrt{-1} \in N$, otherwise we could add it to $N$ and obtain a subfield whose Galois group would be $(\mathbb{Z}/2\mathbb{Z})^4$, which we just excluded. It follows easily that there is a field $L$ with

$$\mathbb{Q}_2(i) \subset L \subset N.$$
and

$$\text{Gal}(L/\mathbb{Q}_2) \cong \mathbb{Z}/4\mathbb{Z}$$

(proof: every subgroup of \((\mathbb{Z}/4\mathbb{Z})^3\) of order 32 contains a subgroup of the form \((\mathbb{Z}/4\mathbb{Z})^2\). Let \(L\) be the fixed field).

Let \(\sigma\) be a generator of \(\text{Gal}(L/\mathbb{Q}_2)\). Then \(\sigma^2\) generates \(\text{Gal}(L/\mathbb{Q}_2(i))\) and \(\sigma(i) = -i\). We may write

$$L = \mathbb{Q}_2(i, x)$$

with \(x^2 \in \mathbb{Q}_2(i)\). We also have \(L = \mathbb{Q}_2(i, \sigma x)\) and \((\sigma x)^2 = \sigma(x^2) \in \mathbb{Q}_2(i)\), since \(\mathbb{Q}_2(i)/\mathbb{Q}_2\) is Galois. Therefore

$$\sigma^2(x) = -x \quad \text{and} \quad \sigma^2(\sigma x) = -\sigma x.$$

It follows that \(\sigma x/x\) is fixed by \(\sigma^2\), so

$$\frac{\sigma x}{x} = A + Bi \in \mathbb{Q}_2(i)$$

and

$$\frac{\sigma^2 x}{\sigma x} = \sigma(A + Bi) = A - Bi.$$ 

We obtain

$$-1 = \frac{\sigma^2 x}{x} = \frac{\sigma^2 x}{\sigma x} \cdot \frac{\sigma x}{x} = A^2 + B^2.$$ 

**Lemma 14.9.** \(A^2 + B^2 = -1\) has no solutions in \(\mathbb{Q}_2\).

**Proof.** We may transform this to

$$A_1^2 + A_2^2 + A_3^2 = 0$$

with \(A_i \in \mathbb{Z}_2\), \(1 \leq i \leq 3\), and \(2 \nmid A_i\) for some \(i\). But there are no nontrivial solutions mod 8. This completes the proof of the lemma. \(\square\)

The lemma shows that we have a contradiction. Therefore \(K \subseteq K_r K_u \subseteq \mathbb{Q}_2(\zeta_M)\) for some \(M\). This finishes Case III, so Theorem 14.2 is completely proved. \(\square\)

**Notes**

The Kronecker–Weber theorem was first stated by Kronecker [1] and was proved by Weber [1]. Later proofs were given by Hilbert [1] and Speiser [1]. See also M. Greenberg [1] and Ribenboim [2]. Our use of Lemma 14.5 in Case I, which allows us to avoid using higher ramification groups, is similar...
to the proof of Abhyankar's lemma in Cornell [1]. A global proof of Theorem 14.1 which has the same flavor as the present proof may be found in Long [1]. A proof, similar to the above, of a more general local Kronecker-Weber theorem has recently been given by Rosen [2]. For two more proofs of the global theorem, plus some interesting historical remarks, see Neumann [1].
In this appendix, we summarize, usually without proofs, some of the basic machinery that is needed in the book. The first section, on inverse limits, is used in Chapters 12 and 13. Infinite Galois theory and ramification theory are used primarily in Chapter 13. The main points of the section are that the usual Galois correspondence holds if we work with closed subgroups and that we may talk about ramification for infinite extensions, even though the rings involved are not necessarily Dedekind domains (much of this section comes from a course of Iwasawa in 1971). The last section summarizes those topics from class field theory that we use in the book. The reader willing to believe that the Galois group of the maximal unramified abelian extension is isomorphic to the ideal class group (and variants of this statement) will have enough background to read all but certain parts of Chapter 13.

§1 Inverse Limits

Let $I$ be a directed set. This means that there is a partial ordering on $I$, and for every $i, j \in I$ there exists $k \in I$ with $i \leq k, j \leq k$. For each $i \in I$, let $A_i$ be a set (or group, ring, etc.). We assume that whenever $i \leq j$ there is a map $\phi_{ji}: A_j \to A_i$ such that $\phi_{ii} = id$ and $\phi_{ji} \phi_{kj} = \phi_{ki}$ whenever $i \leq j \leq k$. This situation is called an inverse system.

Let $A = \prod A_i$ and define the inverse limit by

$$\varprojlim A_i = \{ (\ldots, a_i, \ldots) \in A | \phi_{kj}(a_k) = a_j \text{ whenever } j \leq k \}.$$ 

For each $i$, there is a map $\phi_i: \varprojlim A_i \to A_i$ induced by the projection $A \to A_i$. Clearly $\phi_{ji} \phi_j = \phi_i$.

Assume now that each $A_i$ is a Hausdorff topological space. Then $A$ is given the product topology and $\varprojlim A_i$ receives the topology it inherits from $A$. 
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We assume the maps $\phi_{ji}$ are continuous. The maps $\phi_i$ are always continuous: If $U_i$ is open in $A_i$ then $\phi_i^{-1}(U_i)$ is the intersection in $A$ of an open set of $A$ (definition of product topology) and $\lim A_i$, hence open. The topology of $\lim A_i$ is generated by unions and finite intersections of such sets $\phi_i^{-1}(U_i)$. In fact, every open set contains $\phi_k^{-1}(U_k)$ for some $k$ and some $U_k$ (proof: it suffices to show that $\phi_i^{-1}(U_i) \cap \phi_j^{-1}(U_j) = \phi_k^{-1}(U_k)$ for some $k$. Choose $k \geq i,j$ and let $U_k = \phi_k^{-1}(U_j) \cap \phi_k^{-1}(U_i)$.

We claim that $\lim A_i$ is closed in $A$. Suppose $a = (\ldots, a_i, \ldots) \in \lim A_i$. Then $\phi_{ji}(a_j) \neq a_i$ for some $i,j$. Let $U_1$ and $U_2$ be neighborhoods of $\phi_{ji}(a_j)$ and $a_i$, respectively, such that $U_1 \cap U_2 = \emptyset$. Let $U_3 = \phi_{ji}^{-1}(U_1)$ and let

$$U = U_2 \times U_3 \times \prod_{k \neq i,j} A_k \subseteq A.$$  

Then $a \in U$ but $U \cap \lim A_i = \emptyset$. Since $U$ is open, it follows that $\lim A_i$ is closed.

Suppose now that each $A_i$ is finite, with the discrete topology. Then $A$ is compact, hence $\lim A_i$ is compact. Also, $\lim A_i$ can be shown to be non-empty and totally disconnected (the only connected sets are points). An inverse limit of finite sets is called profinite. If each $A_i$ is a finite group and the maps $\phi_{ji}$ are homomorphisms, then $\lim A_i$ is a compact group in the natural manner. It can be shown that all compact totally disconnected groups are profinite. Also, if $G$ is profinite then $G = \lim \frac{G}{U}$, where $U$ runs through the open normal subgroups (necessarily of finite index, by compactness) of $G$, ordered by inclusion.

**Examples.** (1) Let $I$ be the positive integers, $A_i = \mathbb{Z}/p^i\mathbb{Z}$, $\phi_{ji} : a \mod p^j \mapsto a \mod p^i$. Then $\lim A_i = \mathbb{Z}$, the $p$-adic integers. The maps $\phi_i$ are the natural maps $\mathbb{Z} \rightarrow \mathbb{Z}/p^i\mathbb{Z}$. In essence, the $i$th component represents the $i$th partial sum of the $p$-adic expansion.

(2) Let $I$ be the positive integers ordered by $m \leq n$ if $m|n$. If $m|n$, there is a natural map $\mathbb{Z}/n\mathbb{Z} \rightarrow \mathbb{Z}/m\mathbb{Z}$. Let $\hat{\mathbb{Z}} = \lim \mathbb{Z}/n\mathbb{Z}$. It can be shown, via the Chinese Remainder Theorem, that $\hat{\mathbb{Z}} \simeq \prod_{p \text{ prime}} \mathbb{Z}_p$.

For more on inverse limits, see Shatz [1] or any book on homological algebra.

§2 Infinite Galois Theory and Ramification Theory

Let $K/k$ be an algebraic extension of fields and assume it is also Galois (normal, and generated by roots of separable polynomials). As usual, $G = \text{Gal}(K/k)$ is the group of automorphisms of $K$ which fix $k$ pointwise. Suppose $k \subseteq F \subseteq K$ with $F/k$ finite. Then $G_F = \text{Gal}(K/F)$ is of finite index
in $G$. The topology on $G$ is defined by letting such $G_F$ form a basis for the neighborhoods of the identity in $G$. Then $G$ is profinite, and

$$G \simeq \varprojlim G/G_F \simeq \varprojlim \text{Gal}(F/k),$$

where $F$ runs through the normal finite subextensions $F/k$, or through any subsequence of such $F$ such that $\bigcup F = K$. The ordering on the indices $F$ is via inclusion ($F_1 \subseteq F_2$) and the maps used to obtain the inverse limit are the natural maps $\text{Gal}(F_2/k) \to \text{Gal}(F_1/k)$. The fundamental theorem of Galois theory now reads as follows:

There is a one-one correspondence between closed subgroups $H$ of $G$ and fields $L$ with $k \subseteq L \subseteq K$:

$$H \leftrightarrow \text{fixed field of } H,$$

$$\text{Gal}(K/L) \leftrightarrow L.$$ 

Open subgroups correspond to finite extensions, normal subgroups correspond to normal extensions, etc.

Examples. (1) Consider $\mathbb{Q}(\zeta_{p^n})/\mathbb{Q}$. An element $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_{p^n})/\mathbb{Q})$ is determined by its action on $\zeta_{p^n}$ for all $n \geq 1$. For each $n$ we have $\sigma^{\zeta_{p^n}} = {\zeta_{p^n}}^{a_n}$ for some $a_n \in (\mathbb{Z}/p^n\mathbb{Z})^\times$, and clearly $a_n \equiv a_{n-1} \text{ mod } p^{n-1}$. So we obtain an element of

$$\mathbb{Z}_p^\times = \varprojlim (\mathbb{Z}/p^n\mathbb{Z})^\times = \varprojlim \text{Gal}(\mathbb{Q}(\zeta_{p^n})/\mathbb{Q}).$$

Conversely, if $a \in \mathbb{Z}_p^\times$ then $\sigma^{\zeta_{p^n}} = {\zeta_{p^n}}^{a_n}$ defines an automorphism. The closed (and open) subgroup $1 + p^n\mathbb{Z}_p$ corresponds to its fixed field $\mathbb{Q}(\zeta_{p^n})$.

(2) Let $\mathbb{F}$ be a finite field and let $\overline{\mathbb{F}}$ be its algebraic closure. For each $n$, there is a unique extension of $\mathbb{F}$ of degree $n$, and the Galois group is cyclic, generated by the Frobenius. Therefore

$$\text{Gal}(\overline{\mathbb{F}}/\mathbb{F}) \simeq \varprojlim \mathbb{Z}/n\mathbb{Z} = \hat{\mathbb{Z}}.$$ 

Now suppose that $k$ is an algebraic extension of $\mathbb{Q}$, not necessarily of finite degree. Let $\mathcal{O}_k$ be the ring of all algebraic integers in $k$ and let $\mathfrak{p}$ be a nonzero prime ideal of $\mathcal{O}_k$. Then $\mathfrak{p} \cap \mathbb{Z}$ is nonzero (if $x \in \mathfrak{p}$, $\text{Norm}_{\mathbb{Q}(x)/\mathbb{Q}}(x) \in \mathfrak{p} \cap \mathbb{Z}$) and prime, hence $\mathfrak{p} \cap \mathbb{Z} = p\mathbb{Z}$ for some prime number $p$. Therefore

$$\mathbb{Z}/p\mathbb{Z} \simeq (\mathbb{Z} + \mathfrak{p})/\mathfrak{p} \subseteq \mathcal{O}_k/\mathfrak{p}.$$ 

It is easy to see that $\mathcal{O}_k/\mathfrak{p}$ is a field and is an algebraic extension of $\mathbb{Z}/p\mathbb{Z}$ (since $\mathcal{O}_k$ is integral over $\mathbb{Z}$). In fact, $\text{Gal}((\mathcal{O}_k/\mathfrak{p})(\mathbb{Z}/p\mathbb{Z}))$ is abelian since any finite extension of a finite field is cyclic, and an inverse limit of abelian groups is clearly abelian.

Let $K/k$ be an algebraic extension, again not necessarily finite. Let $\mathfrak{P}$ be a nonzero prime ideal of $\mathcal{O}_K$ and let $\mathfrak{p} = \mathfrak{P} \cap \mathcal{O}_k$, which is a prime ideal of $\mathcal{O}_k$. 
Then \( \mathcal{O}_K/P \) is an extension of \( \mathcal{O}_K/P' \); in fact, it is an abelian extension since \( \mathcal{O}_K/P \) is abelian over \( \mathbb{Z}/p\mathbb{Z} \). Conversely, suppose we are given a prime ideal \( P \) of \( \mathcal{O}_K \). Then there exists \( P' \) in \( \mathcal{O}_K \) lying above \( P' \); that is, \( P = P' \cap \mathcal{O}_K \) (see Lang [6], Chapter 9, Proposition 9; or Lang [1], Chapter 1, Proposition 9).

**Lemma.** Suppose \( K/k \) is a Galois extension. Let \( P \) and \( P' \) be primes of \( K \) lying above \( P' \). Then there exists \( \sigma \in \text{Gal}(K/k) \) such that \( \sigma P = P' \).

**Proof.** We know the lemma is true for finite extensions (see Lang [6], Chapter 9, Proposition 11, or Lang [1], Chapter 1, Proposition 11). Choose a sequence of fields

\[
k = F_0 \subseteq \cdots \subseteq F_n \subseteq \cdots \subseteq K
\]

such that \( K = \bigcup F_n \) and such that each \( F_n/k \) is a finite Galois extension. Such a sequence exists since the algebraic closure of \( Q \) is countable. Let

\[
P_n = P \cap \mathcal{O}_{F_n}, \quad P'_n = P' \cap \mathcal{O}_{F_n}.
\]

Since \( F_n/k \) is finite, there exists \( \tau_n \in \text{Gal}(F_n/k) \) such that \( \tau_n(P_n) = P'_n \). Let \( \sigma_n \in \text{Gal}(K/k) \) restrict to \( \tau_n \). Since \( \text{Gal}(K/k) \) is compact, the sequence \( \{ \sigma_n \} \) has a cluster point \( \sigma \). There is a subsequence \( \{ \sigma_{n_i} \} \) which converges to \( \sigma \) (a priori, we would have to use a subnet. But subsequences suffice since \( \text{Gal}(K/k) \) satisfies the first countability axiom. This follows from the fact that the set of finite subextensions of \( K/k \) is countable). For simplicity, assume \( \lim \sigma_n = \sigma \). Let \( m \) be arbitrary. Since \( \text{Gal}(K/F_m) \) is an open neighborhood of \( 1 \), \( \sigma^{-1} \sigma_n \in \text{Gal}(K/F_m) \) for \( n \geq m \) sufficiently large. Hence,

\[
\sigma^{-1} \sigma_n P_m = P_m, \quad \sigma P_m = \sigma_n P_m = \sigma_n (P_n \cap \mathcal{O}_{F_m}) = P'_n \cap \mathcal{O}_{F_m} = P'_m.
\]

Since \( P = \bigcup P_n \) and \( P' = \bigcup P'_n \), we have \( \sigma P = P' \). This completes the proof.

We now want to discuss ramification. However, \( \mathcal{O}_k \) and \( \mathcal{O}_K \) are not necessarily Dedekind domains. For example, if \( k = Q(\zeta_p) \) and \( P = (\zeta_p - 1, \zeta_p^2 - 1, \ldots) \) then \( P^p = P \), since \( (\zeta_{p^n+1} - 1)^p = (\zeta_{p^n} - 1) \). This means that we cannot define ramification via factorization of primes. Instead we use inertia groups. Let \( K/k \) be a Galois extension, as above, and let \( P \) lie above \( P' \). Define the **decomposition group** by

\[
Z = Z(P/P') = \{ \sigma \in \text{Gal}(K/k) | \sigma P = P' \}.
\]

We claim \( Z \) is closed, hence there is a corresponding fixed field. Let the notations be as in the proof of the lemma and let \( Z_n = \{ \sigma | \sigma(P_n) = P'_n \} \). Then \( Z \subseteq Z_n \) for all \( n \), and since \( P = \bigcup P_n \) we have \( Z = \cap Z_n \). Since \( \text{Gal}(K/F_n) \subseteq Z_n \), we have \( Z_n \) open, hence closed (it is the complement of its open cosets). Therefore \( Z \) is closed, as claimed.

Now define the **inertia group** by

\[
T = T(P/P') = \{ \sigma | \sigma \in Z, \sigma(\alpha) \equiv \alpha \mod P \text{ for all } \alpha \in \mathcal{O}_K \}.
\]
It is easy to show that $T$ is a closed subgroup. As with the case of finite extensions, we have an exact sequence

$$1 \to T \to Z \to \text{Gal}((\mathbb{C}_k/\mathcal{P})/(\mathbb{C}_k/\mathfrak{p})) \to 1.$$ 

The surjectivity may be proved by using the fact that we have surjectivity for finite extensions (Lang [1] or [6], Proposition 14).

Suppose now that $K/k$ is an algebraic extension but not necessarily Galois. Let $\overline{\mathbb{Q}}$ be the algebraic closure of $\mathbb{Q}$. Then $\overline{\mathbb{Q}}/K$ and $\overline{\mathbb{Q}}/k$ are Galois extensions. Let $\mathcal{P}$ be a prime of $K$ lying over the prime $\mathfrak{p}$ of $k$. Choose a prime ideal $\mathcal{D}$ of $\mathbb{C}_{\overline{\mathbb{Q}}}$ lying above $\mathcal{P}$. We have

$$T(\mathcal{D}/\mathfrak{p}) \subseteq \text{Gal}(\overline{\mathbb{Q}}/k),$$

$$T(\mathcal{D}/\mathcal{P}) \subseteq \text{Gal}(\overline{\mathbb{Q}}/K) \subseteq \text{Gal}(\overline{\mathbb{Q}}/k),$$

$$T(\mathcal{D}/\mathcal{P}) = T(\mathcal{D}/\mathfrak{p}) \cap \text{Gal}(\overline{\mathbb{Q}}/k).$$

Define the \textit{ramification index} by

$$e(\mathcal{P}/\mathfrak{p}) = \left[ T(\mathcal{D}/\mathfrak{p}) : T(\mathcal{D}/\mathcal{P}) \right],$$

which is possibly infinite. If $\mathcal{D}'$ is another prime lying above $\mathcal{P}$ then $\mathcal{D}' = \sigma \mathcal{D}$ for some $\sigma \in \text{Gal}(\overline{\mathbb{Q}}/K)$, and

$$T(\mathcal{D}'/\mathfrak{p}) = \sigma T(\mathcal{D}/\mathfrak{p}) \sigma^{-1},$$

$$T(\mathcal{D}'/\mathcal{P}) = \sigma T(\mathcal{D}/\mathcal{P}) \sigma^{-1}.$$ 

Therefore the index $e(\mathcal{P}/\mathfrak{p})$ does not depend on the choice of $\mathcal{D}$. If $K/k$ is Galois then there is the natural restriction map

$$\text{Gal}(\overline{\mathbb{Q}}/k) \to \text{Gal}(K/k)$$

with kernel $\text{Gal}(\overline{\mathbb{Q}}/K)$. It is easy to see that the induced map $T(\mathcal{D}/\mathfrak{p}) \to T(\mathcal{P}/\mathfrak{p})$ is surjective, with kernel equal to $T(\mathcal{D}/\mathcal{P})$. Therefore

$$T(\mathcal{D}/\mathfrak{p})/T(\mathcal{D}/\mathcal{P}) \cong T(\mathcal{P}/\mathfrak{p})$$

and

$$e(\mathcal{P}/\mathfrak{p}) = |T(\mathcal{P}/\mathfrak{p})|.$$ 

So the ramification index equals the order of the inertia group, for Galois extensions. It follows that the definition agrees with the usual one for finite extensions.

To consider archimedean primes, we proceed slightly differently. An archimedean place of $k$ is either an embedding $\phi: k \to \mathbb{R}$ or a pair of complex-conjugate embeddings $(\psi, \overline{\psi})$, with $\overline{\psi} \neq \psi$ and $\psi: k \to \mathbb{C}$. Since $\mathbb{C}$ is algebraically closed, any embedding $\phi$ or $\psi$ may be extended to an embedding $\overline{\mathbb{Q}} \to \mathbb{C}$ (use Zorn's lemma). In particular, we can extend to $K$. If $K/k$ is Galois and $\phi_1$ and $\phi_2$ are two extensions of $\phi$, then $\phi_2^{-1}\phi_1 \in \text{Gal}(K/k)$. Hence $\phi_1 = \phi_2 \sigma$ for some $\sigma$. If $(\psi_1, \overline{\psi}_1)$ and $(\psi_2, \overline{\psi}_2)$ extend $\phi$, we have $\psi_1 = \psi_2 \sigma,$
hence \((\psi_1, \overline{\psi}_1) = (\psi_2, \overline{\psi}_2)\sigma\), for some \(\sigma\). A similar result holds for extensions of complex places, so the Galois group acts transitively on the extensions of a given place.

If \(K/k\) is Galois, \(w\) is an archimedean place of \(K\), and \(v\) is the place of \(k\) below \(w\), then we define

\[
T(w/v) = Z(w/v) = \{\sigma \in \text{Gal}(K/k) | w\sigma = w\}.
\]

It is easy to see that \(T\) is nontrivial only when \(v\) is real, \(w = (\psi, \overline{\psi})\) is complex, and \(\sigma \neq 1\) is the “complex conjugation” \(\psi^{-1}\overline{\psi} (= \overline{\psi}^{-1}\psi)\), which permutes \(\psi\) and \(\overline{\psi}\) and has order 2. Therefore

\[
|T(w/v)| = 1 \text{ or } 2.
\]

We may now define the ramification indices for archimedean primes just as we did for finite primes.

For more on the above, see Iwasawa [6], §6.

§3 Class Field Theory

This section consists of three subsections. The first treats global class field theory from the classical viewpoint of ideal groups. The second discusses local class field theory. In the third, we return to the global case, this time using the language of idèles.

We only consider some of the highlights of the theory and give no indications of the proofs. The interested reader can consult, for example, Lang [1], Neukirch [1], Hasse [2], or the articles by Serre and Tate in Cassels and Fröhlich [1].

Global Class Field Theory (first form)

Let \(k\) be a number field of finite degree over \(\mathbb{Q}\). Let \(\mathfrak{M}_0 = \prod \mathfrak{p}_i^{e_i}\) denote an integral ideal of \(k\) and let \(\mathfrak{M}_\infty\) denote a formal squarefree product (possibly empty) of real archimedean places of \(k\). Then \(\mathfrak{M} = \mathfrak{M}_0 \mathfrak{M}_\infty\) is called a divisor of \(k\). For example, \(\mathfrak{M} = 1\), \(\mathfrak{M} = \infty\), \(\mathfrak{M} = 5^3 \cdot 17^2 \cdot \infty\), and \(\mathfrak{M} = 3 \cdot 37 \cdot 103\) are divisors of \(\mathbb{Q}\). If \(\alpha \in k^*\), then we write \(\alpha \equiv 1 \mod^* \mathfrak{M}\) if (i) \(v_\mathfrak{p}(\alpha - 1) \geq e_i\) for all primes \(\mathfrak{p}_i\) (with \(e_i > 0\)) in the factorization of \(\mathfrak{M}_0\), and (ii) \(\alpha > 0\) at the real embeddings corresponding to the archimedean places in \(\mathfrak{M}_\infty\). Let \(\mathfrak{P}_\mathfrak{M}\) denote the group of principal fractional ideals of \(k\) which have a generator \(\alpha \equiv 1 \mod^* \mathfrak{M}\). Let \(\mathfrak{I}_\mathfrak{P}\) be the group of fractional ideals relatively prime to \(\mathfrak{M}\) (note that \(\mathfrak{I}_\mathfrak{P} = \mathfrak{I}_\mathfrak{P}_0\)). The quotient \(\mathfrak{I}_\mathfrak{P}/\mathfrak{P}_\mathfrak{M}\) is a finite group, called the generalized ideal class group mod \(\mathfrak{M}\).

For example, let \(k = \mathbb{Q}\), let \(n\) be a positive integer, and let \(\mathfrak{M} = n\). The group \(I_n\) consists of ideals generated by rational numbers relatively prime to
n. Let \((r)\) be such an ideal. Then \((r)\) is generated by \(+r\) and by \(-r\). If \((r) \in P_n\)
then we must have \(\pm r \equiv 1 \mod n\), hence \(r \equiv \pm 1 \mod n\). It follows that

\[ I_n/P_n \cong (\mathbb{Z}/n\mathbb{Z})^\times /\{\pm 1\}. \]

Now suppose \(\mathfrak{M} = n\mathbb{Z}\). The group \(I_{n\mathbb{Z}}\) is the same as \(I_n\), but if \((r) \in P_{n\mathbb{Z}}\) then
we must be able to take a positive generator congruent to 1 \(\mod n\), so we need
\(|r| \equiv 1 \mod n\). If \(|r| \equiv -1 \mod n\) then \((r) \notin P_{n\mathbb{Z}}\) (unless \(n = 2\)), so the
archimedean factor makes \(P_{n\mathbb{Z}}\) smaller. It follows easily that

\[ I_{n\mathbb{Z}}/P_{n\mathbb{Z}} \cong (\mathbb{Z}/n\mathbb{Z})^\times. \]

The effect of the archimedean primes is apparent in the case of a real
quadratic field \(k\). Let \(\mathfrak{M}_0 = 1\) and let \(\mathfrak{M}_\infty = \infty_1 \infty_2\) be the product of the
two (real) archimedean places. Suppose the fundamental unit \(\varepsilon\) has norm
\(-1\), so \(\varepsilon\) is positive at one place and negative at the other. Let \((\alpha) = (-\alpha) =
(\varepsilon \alpha) = (-\varepsilon \alpha)\) be a principal ideal of \(k\). One of the generators for \((\alpha)\) is positive
at both \(\infty_1\) and \(\infty_2\), so every principal ideal has a totally positive generator,
and \(P = P_1 = P_{\infty_1 \infty_2}\). Of course,

\[ I_1/P_1 = \text{ideal class group}. \]

By definition,

\[ I_{\infty_1 \infty_2}/P_{\infty_1 \infty_2} = \text{narrow ideal class group}. \]

So we find that the narrow and ordinary class groups are the same. It will
follow from subsequent theorems that the narrow ideal class group corre-
sponds to the maximal abelian extension of \(k\) which is unramified at all
finite places.

Now suppose \(\varepsilon\) has norm \(+1\). Choose \(\alpha \in k\) such that \(\alpha > 0\) at \(\infty_1\) and
\(\alpha < 0\) at \(\infty_2\) (for example, \(\alpha = 1 + \sqrt{d}\)). Then \((\alpha)\) has no totally positive
generator, hence \(P_{\infty_1 \infty_2} \neq P_1\) (the index is easily seen to be 2). Therefore the
narrow ideal class group is twice as large as the ordinary class group in this
case.

We return to the general situation, so \(k\) is a number field of finite degree
over \(\mathbb{Q}\). Let \(\mathcal{O}_k\) denote the ring of integers of \(k\). Consider a finite Galois
extension \(K/k\). Let \(\mathfrak{P}\) be a prime of \(\mathcal{O}_k\) and \(\mathfrak{p}\) a prime of \(\mathcal{O}_K\) above \(\mathfrak{P}\). Let
\(N_{\mathfrak{P}/\mathfrak{p}} = |\mathcal{O}_K/\mathfrak{p}| = \text{norm to } \mathbb{Q} \text{ of } \mathfrak{p}\). The finite field \(\mathcal{O}_K/\mathfrak{P}\) is a finite extension of
\(\mathcal{O}_K/\mathfrak{p}\) with Galois group generated by the Frobenius \((x \mapsto x^{N_{\mathfrak{P}/\mathfrak{p}}})\). Let \(Z(\mathfrak{P}/\mathfrak{p})\)
be the decomposition group and \(T(\mathfrak{P}/\mathfrak{p})\) the inertia group. There is an
exact sequence

\[ 1 \to T(\mathfrak{P}/\mathfrak{p}) \to Z(\mathfrak{P}/\mathfrak{p}) \to \text{Gal}((\mathcal{O}_K/\mathfrak{P})/(\mathcal{O}_K/\mathfrak{p})) \to 1. \]

Suppose \(\mathfrak{P}\) is unramified over \(\mathfrak{p}\). Then \(T = 1\), so \(Z\) is cyclic, generated by
the (global) Frobenius \(\sigma_\mathfrak{P}\), which is uniquely determined by the relation

\[ \sigma_\mathfrak{P} x \equiv x^{N_{\mathfrak{P}/\mathfrak{p}}} \text{ mod } \mathfrak{P} \text{ for all } x \in \mathcal{O}_K. \]
Suppose \( \tau \) is an automorphism of \( K \) such that \( \tau(k) = k \). Then \( \tau P \) is unramified over \( \tau \mathfrak{p} \). Since \( \sigma_\mathfrak{p} \tau^{-1}x \equiv (\tau^{-1}x)^N \mod \mathfrak{P} \), we have \( \tau \sigma_\mathfrak{p} \tau^{-1}x \equiv x^N \mod \tau \mathfrak{P} \). Since \( N_{\mathfrak{p} / \mathfrak{p}} = N\tau \mathfrak{p} \), we obtain

\[
\sigma_\mathfrak{p} = \tau \sigma_\mathfrak{p} \tau^{-1}.
\]

If \( K/k \) is abelian then \( \sigma_\mathfrak{p} = \sigma_\mathfrak{p} \) for all \( \tau \in \text{Gal}(K/k) \). Hence \( \sigma_\mathfrak{p} \) depends only on the prime \( \mathfrak{p} \) of \( k \), so we let

\[
\sigma_\mathfrak{p} = \sigma_\mathfrak{p}.
\]

We may extend by multiplicativity to obtain a map, called the Artin map,

\[
I_\mathfrak{d} \to \text{Gal}(K/k),
\]

where \( \mathfrak{d} \) is the relative discriminant of \( K/k \). What are the kernel and image?

**Theorem 1.** Let \( K/k \) be a finite abelian extension. Then there exists a divisor \( \mathfrak{f} \) of \( k \) (the minimal such divisor is called the conductor of \( K/k \)) such that the following hold:

(i) a prime \( \mathfrak{p} \) (finite or infinite) ramifies in \( K/k \Leftrightarrow \mathfrak{p} \mid \mathfrak{f} \).

(ii) If \( \mathfrak{M} \) is a divisor with \( \mathfrak{f} \mid \mathfrak{M} \) then there is a subgroup \( H \) with \( P_{\mathfrak{M}} \subseteq H \subseteq I_{\mathfrak{M}} \) such that

\[
I_{\mathfrak{M}}/H \cong \text{Gal}(K/k),
\]

the isomorphism being induced by the Artin map. In fact, \( H = P_{\mathfrak{M}} N_{K/k}(I_{\mathfrak{M}}(K)) \), where \( I_{\mathfrak{M}}(K) \) is the group of ideals of \( K \) relatively prime to \( \mathfrak{M} \).

**Theorem 2.** Let \( \mathfrak{M} \) be a divisor for \( k \) and let \( H \) be a subgroup of \( I_{\mathfrak{M}} \) with \( P_{\mathfrak{M}} \subseteq H \subseteq I_{\mathfrak{M}} \). Then there exists a unique abelian extension \( K/k \), ramified only at primes dividing \( \mathfrak{M} \) (however, some primes dividing \( \mathfrak{M} \) could be unramified), such that \( H = P_{\mathfrak{M}} N_{K/k}(I_{\mathfrak{M}}(K)) \) and

\[
I_{\mathfrak{M}}/H \cong \text{Gal}(K/k)
\]

under the Artin map.

**Theorem 3.** Let \( K_1/k \) and \( K_2/k \) be abelian extensions of conductors \( \mathfrak{f}_1 \) and \( \mathfrak{f}_2 \), let \( \mathfrak{M} \) be a multiple of \( \mathfrak{f}_1 \) and \( \mathfrak{f}_2 \), and let \( H_1, H_2 \subseteq I_{\mathfrak{M}} \) be the corresponding subgroups. Then

\[
H_1 \subseteq H_2 \iff K_1 \pd K_2.
\]

The above theorems summarize the most basic facts. We now derive some consequences.

In Theorem 2, let \( \mathfrak{M} = 1 \) and let \( H = P_{\mathfrak{M}} = P \). We obtain an abelian extension \( K/k \) with

\[
\text{Gal}(K/k) \cong I/P \cong \text{ideal class group of } k.
\]
By Theorem 1(i), $K/k$ is unramified, and any unramified abelian extension has $f = 1$ and corresponds to a subgroup containing $P_1 = P$. By Theorem 3, $K$ is maximal, so we have proved the following important result.

**Theorem 4.** Let $k$ be a number field and let $K$ be the maximal unramified (including $\infty$) abelian extension of $k$. Then

$$\text{Gal}(K/k) \simeq \text{ideal class group of } k,$$

the isomorphism being induced by the Artin map. (The field $K$ is called the Hilbert class field of $k$).

We note an interesting consequence. Let $\mathfrak{p}$ be a prime ideal of $k$. Then $\mathfrak{p}$ splits completely in the Hilbert class field $\mathbb{H}$ of $k$ if and only if the decomposition group for $\mathfrak{p}$ is trivial, i.e., $\sigma_\mathfrak{p} = 1 \iff \mathfrak{p} \subsetneq \mathfrak{p}$ is principal.

Similarly, for a prime number $p$, we may choose $H \supseteq P$ such that $H/P = \text{non-$p$-part of } I/P$. Then $I/H \simeq p$-Sylow subgroup of $I/P$. The field ($=\text{Hilbert}$ $p$-class field) corresponding to $H$ is the maximal unramified abelian $p$-extension of $k$.

We now justify a statement made in Section 10.2. Let $K$ be the Hilbert class field (or $p$-class field) of $k$, let $F \subseteq k$, and suppose $k/F$ is Galois. Then $K/F$ is also Galois, by the maximality of $K$. As in Chapter 10, $G = \text{Gal}(k/F)$ acts on $\text{Gal}(K/k)$ (let $\tau \in G$; extend to $\bar{\tau} \in \text{Gal}(K/F)$; then $\sigma^\tau = \bar{\tau}\sigma\bar{\tau}^{-1}$). Also, $G$ acts on the ideal class group of $k$. Let $\mathfrak{p}$ be a prime ideal of $k$. Then $\mathfrak{p} \mapsto \sigma_\mathfrak{p}$ under the Artin map, and $\tau_{\mathfrak{p}} \mapsto \sigma_{\tau_\mathfrak{p}} = \bar{\tau}_{\mathfrak{p}} \bar{\tau}_\mathfrak{p}^{-1} = (\sigma_\mathfrak{p})^\tau$, by a formula preceding Theorem 1. Therefore

$$\text{Gal}(K/k) \simeq \text{ideal class group of } k$$
as $\text{Gal}(k/F)$-modules, as was claimed in Chapter 10.

We now need another property of the Artin map. Suppose we have fields $F, k, M,$ and $K$, as in the diagram, with $K/k$ and $M/F$ abelian.
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(we do not assume $M \cap k = F$). Let $\mathfrak{p}$ be a prime ideal of $k$, unramified in $K/k$, and let $\mathfrak{P}$ lie above $\mathfrak{p}$. Similarly, let $\mathfrak{p}$ and $\mathfrak{P}$ be the primes of $F$ and $M$ lying below $\mathfrak{p}$ and $\mathfrak{P}$, respectively. We also assume that $\mathfrak{p}$ is unramified in $M/F$. Let $f = [\mathcal{O}_k/\mathfrak{p} : \mathcal{O}_F/\mathfrak{p}]$ be the residue class degree. Then $\text{Norm}_{k/F} \mathfrak{p} = \mathfrak{p}^f$ and $N \mathfrak{p} = (N \mathfrak{p})^f$. Since $\mathcal{O}_M \subseteq \mathcal{O}_K$, we have

$$\sigma_\mathfrak{p}^{K/k} |_M x \equiv x^{N \mathfrak{p}} \mod \mathfrak{P}, \quad \text{for } x \in \mathcal{O}_M.$$
We have used the notation $\sigma^{K/k}_{\mathfrak{p}}|_M$ to mean "$\sigma_\mathfrak{p}$ for the extension $K/k$, restricted to $M$." But

$$\sigma^{M/F}_{\text{Norm}}\mathfrak{p} x = (\sigma^{M/F}_\mathfrak{p})^r x \equiv x^N \mod \mathfrak{p}.$$ 

Therefore

$$\sigma^{K/k}_{\mathfrak{p}}|_M = \sigma^{M/F}_{\text{Norm}}\mathfrak{p}.$$ 

We give an application. Suppose $M$ is the Hilbert class field of $F$ and $K$ is the Hilbert class field of $k$. Furthermore, assume $M \cap k = F$. Then $\text{Gal}(Mk/k) \cong \text{Gal}(M/F)$, via restriction; hence $\text{Gal}(K/k) \to \text{Gal}(M/F)$ surjectively via restriction. We have the following diagram $(I_k/P_k = \text{ideal class group of } k, \text{etc.})$:

\[
\begin{array}{ccc}
I_k/P_k & \sim & \text{Gal}(K/k) \\
\downarrow \text{Norm} & & \downarrow \text{restr.} \\
I_F/P_F & \sim & \text{Gal}(M/F).
\end{array}
\]

The horizontal maps are the Artin maps. The diagram commutes by what we just proved. Since our assumptions imply that the arrow on the right is surjective, Norm is also surjective. So we have proved the following.

**Theorem 5** (= Theorem 10.1). Suppose the extension of number fields $k/F$ contains no unramified abelian subextensions $L/K$ with $L \neq K$. Then the norm map from the ideal class group of $k$ to the ideal class group of $F$ is surjective and the class number $h_F$ divides $h_k$.

We now relate the above theorems to abelian extensions of $\mathbb{Q}$. Let $n$ be a positive integer and consider $\mathbb{Q}(\zeta_n)$. Let $p \nmid n$. As we showed in Chapter 2, the Frobenius $\sigma_p$ is given by $\sigma_p(\zeta_n) = \zeta_p^n$. Thus we have a map

$$I_n \to \text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q}).$$

If $(a, n) = 1$ and $a > 0$, then $(a) \mapsto \sigma_a$, so the map is surjective (in fact, by Dirichlet's theorem, it is surjective when restricted to prime ideals). We now determine the kernel. Let $r \in \mathbb{Q}$ with $(r) \in I_n$. Write $\vert r \vert = \prod p_i^{b_i}$. Then, as ideals, $(r) = \prod (p_i)^{b_i}$, so

$$\sigma_{(r)} = \prod \sigma_p^{b_i} = \sigma_{\vert r \vert},$$

where $\sigma_{\vert r \vert}(\zeta_n) = \zeta_n^{\vert r \vert}$ ($\vert r \vert \mod n$ is a well-defined element of $(\mathbb{Z}/n\mathbb{Z})^\times$). Therefore

$$\sigma_{(r)} = 1 \iff \vert r \vert \equiv 1 \mod n$$

$$\iff (r) \in P_{n\infty}. $$
Since $I_n = I_{n\infty}$, we obtain
\[ I_{n\infty}/P_{n\infty} \simeq \text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q}) \]
under the Artin map. This of course agrees with the fact that $I_{n\infty}/P_{n\infty} \simeq (\mathbb{Z}/n\mathbb{Z})^\times$.

What happens if we leave off $\infty$ and consider $I_n/P_n$? By Theorem 1(i), we cannot have ramification at $\infty$ and it is not hard to show that the corresponding field is $\mathbb{Q}(\zeta_n)^\times$. This agrees with our previous calculation that $I_n/P_n \simeq (\mathbb{Z}/n\mathbb{Z})^\times/\{\pm 1\}$.

Suppose now that $K$ is a number field and $K/\mathbb{Q}$ is abelian. By Theorem 1, there exists a divisor $\mathfrak{M}$ and a subgroup $H$ with $P_{\mathfrak{M}} \subseteq H \subseteq I_{\mathfrak{M}}$. We may assume $\mathfrak{M} = n\infty$, with $n \in \mathbb{Z}$. By Theorem 3, $K$ is contained in the field corresponding to $P_{n\infty}$, namely $\mathbb{Q}(\zeta_n)$. We obtain the following.

**Theorem 6 (Kronecker–Weber).** Let $K$ be an abelian extension of $\mathbb{Q}$. Then $K$ is contained in a cyclotomic field.

Let $K/\mathbb{Q}$ be abelian and let $H \supseteq P_{n\infty}$ be the corresponding subgroup. Since
\[ I_{n\infty}/P_{n\infty} \simeq (\mathbb{Z}/n\mathbb{Z})^\times, \]
the group $H/P_{n\infty}$ corresponds to a subgroup of congruence classes mod $n$. Since
\[ (p) \text{ splits completely } \iff \sigma_p = 1 \iff (p) \in H, \]
we find that the primes that split completely are determined by congruence conditions mod $n$. In fact, this property characterizes abelian extensions.

Let $p \equiv 1 \pmod{4}$ and let $q \neq p$ be an odd prime. Then $q$ splits in $\mathbb{Q}(\sqrt{p}) \iff (p/q) = 1 \iff (q/p) = 1 \iff q$ is a square mod $p$, which is equivalent to $q$ lying in certain congruence classes mod $p$. Let
\[ \{1, \tau\} = \text{Gal}(\mathbb{Q}(\sqrt{p})/\mathbb{Q}). \]
Since $q$ splits $\iff \sigma_q = 1$, we have shown that $\sigma_q = 1$ if $q$ is a square mod $p$, $\sigma_q = \tau$ if not. Now let $r \in \mathbb{Q}$ with $(r) \in I_p$ (i.e., $(r, p) = 1$). Write $|r| = \prod q_i^{b_i}$ and $\sigma_{(r)} = \prod \sigma_{q_i}$. It is easy to see that
\[ \sigma_{(r)} = 1 \iff |r| \text{ is a square mod } p \]
\[ \iff r \text{ is a square mod } p \]
(since $p \equiv 1 \pmod{4}$). Let $H$ denote the group of ideals in $I_p$ generated by squares mod $p$. We have shown (the main step was Quadratic Reciprocity) that $H$ is the kernel of the Artin map. In particular,
\[ P_p \subseteq H. \]

Conversely, the fact that $P_p \subseteq H$ implies Quadratic Reciprocity for $p$: Since $H \subseteq I_p$ has index 2, it must consist of the squares mod $p$, because
\[ I_p/P_p \simeq (\mathbb{Z}/p\mathbb{Z})^\times/\{\pm 1\} \]
is cyclic. Therefore
\[
\left( \frac{p}{q} \right) = 1 \iff q \text{ splits } \iff \sigma_q = 1 \iff q \text{ is a square mod } p
\]
\[\iff \left( \frac{q}{p} \right) = 1.\]

In general, the fact that the kernel of the Artin map contains \( P_{\infty} \) (Theorem 1(ii)) is one of the most important parts of the theory. For example, it was the major step in the above proof of the Kronecker–Weber theorem.

Local Class Field Theory

Let \( k \) be a finite extension of \( \mathbb{Q}_p \). We may write
\[k^\times = \pi^\mathbb{Z} \times U = \pi^\mathbb{Z} \times W' \times U_1,\]
where \( \pi \) is a uniformizing parameter for \( k \),
\[\pi^\mathbb{Z} = \{\pi^n | n \in \mathbb{Z}\},\]
\[U \text{ = local units,}\]
\[W' = \text{the roots of unity in } k \text{ of order prime to } p,\]
\[U_1 = \{x \in U | x \equiv 1 \mod \pi\}.\]

**Theorem 7.** Let \( K/k \) be a finite abelian extension. There is a map (called the Artin map)
\[k^\times \to \text{Gal}(K/k)\]
\[a \mapsto (a, K/k)\]

which induces an isomorphism
\[k^\times / N_{K/k} K^\times \simeq \text{Gal}(K/k),\]
where \( N_{K/k} \) denotes the norm mapping. Let \( T \) denote the inertia subgroup of \( \text{Gal}(K/k) \). Then
\[U_k / N_{K/k} U_K \simeq T.\]

If \( K/k \) is unramified then \( \text{Gal}(K/k) \) is cyclic, generated by the Frobenius \( F \), and
\[(a, K/k) = F^{\nu(a)},\]

**Theorem 8.** Let \( H \subseteq k^\times \) be an open subgroup of finite index. Then there exists a unique abelian extension \( K/k \) such that \( H = N_{K/k} K^\times \).

**Theorem 9.** Let \( K_1 \) and \( K_2 \) be finite abelian extensions of \( k \). Then \( K_1 \subseteq K_2 \iff N_{K_1/k} K_1^\times \subseteq N_{K_2/k} K_2^\times \).
The Artin map satisfies the expected properties. For example, if \( \sigma \) is an automorphism of the algebraic closure of \( k \) then
\[
(\sigma a, \sigma K/\sigma k) = \sigma(a, K/k)\sigma^{-1}.
\]
Also, if \( K/k \) and \( M/F \) are abelian, with \( F \subseteq k \) and \( M \subseteq K \) (see the diagram in the previous subsection), then, for \( a \in k^\times \),
\[
(a, K/k)|_M = (N_{k/F}a, M/F).
\]

The above theorems may be modified to include infinite abelian extensions \( K/k \). Let \( \hat{k}^\times \) be the profinite completion of \( k^\times \). This means
\[
\hat{k}^\times \overset{\text{def}}{=} \varprojlim_k^\times /H
\]
where \( H \) runs through (a cofinal subsequence of) open subgroups of finite index. Write \( k^\times \simeq \hat{\mathbb{Z}} \times W' \times U_1 \), as above, and let \( H \) be of finite index. By taking a smaller \( H \) if necessary, we may assume
\[
k^\times /H \simeq (\mathbb{Z}/m\mathbb{Z}) \times W' \times U_1/U_1^n
\]
for some \( m \) and \( n \). It is easy to see that
\[
U_1 = \varprojlim U_1/U_1^n, \quad W' = \varprojlim W'.
\]
But
\[
\varprojlim \mathbb{Z}/m\mathbb{Z} = \hat{\mathbb{Z}} \simeq \prod_p \mathbb{Z}_p
\]
(see the section on inverse limits). Therefore, we may formally write
\[
\hat{k}^\times \simeq \hat{\mathbb{Z}} \times W' \times U_1 \simeq \hat{\mathbb{Z}} \times U.
\]

**Theorem 10.** Let \( k \) be a finite extension of \( \mathbb{Q}_p \) and let \( k^{ab} \) denote the maximal abelian extension of \( k \). There is a continuous isomorphism
\[
\hat{k}^\times \simeq \text{Gal}(k^{ab}/k).
\]
This induces a one–one correspondence between abelian extensions \( K/k \) and closed subgroups \( H \subseteq \hat{k}^\times \). If \( H \) corresponds to \( K \),
\[
\hat{k}^\times /H \simeq \text{Gal}(K/k).
\]

Let \( \tilde{N}_{K/k}(U_K) = \bigcap_L N_{L/k}(U_L) \), where \( L \) runs through all finite subextensions of \( K/k \). Then
\[
U_k/\tilde{N}_{K/k}(U_K) \simeq T(K/k),
\]
the inertia subgroup of \( \text{Gal}(K/k) \).

We give an example. Let \( k = \mathbb{Q}_p \). Then
\[
\mathbb{Q}_p^\times \simeq p^\mathbb{Z} \times W_{p-1} \times (1 + p\mathbb{Z}_p) \simeq p^\mathbb{Z} \times \mathbb{Z}_p^\times.
\]
Let \((n, p) = 1\) and let \(c \geq 0\). We have the following diagram:

\[
\begin{array}{ccc}
\mathbb{Q}_p(\zeta_{np^c}) & \rightarrow & \mathbb{Q}_p(\zeta_{p^c}) \\
\downarrow & & \downarrow \\
\mathbb{Q}_p(\zeta_n) & \rightarrow & \mathbb{Q}_p(\zeta_{p^c}) \\
\downarrow & & \downarrow \\
\mathbb{Q}_p & \rightarrow & \mathbb{Q}_p(\zeta_{p^c})
\end{array}
\]

Let \(a = p^b u \in \mathbb{Q}_p^\times\). Then

\[
(a, \mathbb{Q}_p(\zeta_n)/\mathbb{Q}_p) = (p^b, \mathbb{Q}_p(\zeta_{p^c})/\mathbb{Q}_p) = F^b: \zeta_n \mapsto p^b \\
\]

\((F = \text{Frobenius})\). The group \(U\) maps to the inertia subgroup, which is isomorphic to \(\text{Gal}(\mathbb{Q}_p(\zeta_{p^c})/\mathbb{Q}_p)\). It can be shown that \((u, \mathbb{Q}(\zeta_{np^c})/\mathbb{Q}_p)\) yields the map \(\zeta_{p^c} \mapsto \zeta_{p^c}^{-1}\), where \(\zeta_{p^c}^{-1}\) is defined in the usual manner. It is now easy to see that \(W_{p-1}\) corresponds to the (tamely ramified) extension \(\mathbb{Q}_p(\zeta_{p^c})/\mathbb{Q}_p\) and that \(1 + p\mathbb{Z}_p\) corresponds to the (wildly ramified) extension \(\mathbb{Q}_p(\zeta_{p^c})/\mathbb{Q}_p(\zeta_{p^c})\).

Now consider the infinite extension \(\mathbb{Q}_p^{ab}/\mathbb{Q}_p\). We have

\[
\text{Gal}(\mathbb{Q}_p^{ab}/\mathbb{Q}_p) \cong \hat{\mathbb{Q}}_p^\times \cong p^\mathbb{Z} \times \mathbb{Z}.
\]

We know (Chapter 14) that

\[
\mathbb{Q}_p^{ab} = \mathbb{Q}_p(\zeta_3, \zeta_4, \ldots) = \mathbb{Q}_p(\zeta_p^\infty)\mathbb{Q}_p(\{\zeta_{n}\mid (p, n) = 1\}).
\]

We have

\[
\text{Gal}(\mathbb{Q}_p(\zeta_p^\infty)/\mathbb{Q}_p) \cong \mathbb{Z}_p^\times.
\]

Since Galois groups of unramified extensions are isomorphic to Galois groups of extensions of finite fields, it follows that

\[
\text{Gal}(\mathbb{Q}_p(\{\zeta_{n}\mid (p, n) = 1\})/\mathbb{Q}_p) \cong \text{Gal}(\overline{F}_p/F_p) \cong \hat{\mathbb{Z}} \cong p^\mathbb{Z}.
\]

Global Class Field Theory (second form)

Let \(k\) be a number field and let \(\mathfrak{p}\) be a prime (finite or infinite) of \(k\). Let \(k^\times\) and \(U^\times\) denote the completion of \(k\) at \(\mathfrak{p}\) and the local units of \(k^\times\), respectively. If \(\mathfrak{p}\) is archimedean, let \(U^\times = k^\times\). Define the idèle group of \(k\) by

\[
J_k = \{(\ldots, x_\mathfrak{p}, \ldots) \in \prod_p k^\times \mid x_\mathfrak{p} \in U^\times \text{ for all but finitely many } \mathfrak{p}\}
\]

("almost all" means "for all but finitely many"). Topologize \(J_k\) by giving

\[
U = \prod U^\times
\]
the product topology and letting $U$ be an open set of $J_k$. Then $J_k$ becomes a locally compact group.

It is easy to see that there is an embedding

$$k^\times \hookrightarrow J_k$$

(diagonally) and it can be shown that the image is discrete. The image is called the subgroup of principal idèles. Let

$$C_k = J_k/k^\times$$

be the group of idèle classes.

Let $K/k$ be a finite extension. If $\mathfrak{P}$ is a prime of $K$ above the prime $\mathfrak{p}$ of $k$, then we have a norm map on the completions $N_{\mathfrak{P}/\mathfrak{p}}: K_{\mathfrak{P}} \rightarrow k_{\mathfrak{p}}$. Let $x = (\ldots, x_{\mathfrak{P}}, \ldots) \in J_K$. Define

$$N_{K/k}(x) = (\ldots, y_{\mathfrak{p}}, \ldots) \in J_k,$$

where

$$y_{\mathfrak{p}} = \prod_{\mathfrak{P} | \mathfrak{p}} N_{\mathfrak{P}/\mathfrak{p}} x_{\mathfrak{P}}.$$

It is not hard to show that if $x = (\ldots, x, \ldots)$ is principal, then $N_{K/k} x = (\ldots, N_{K/k} x, \ldots)$, which is also principal. Therefore we have a map

$$N_{K/k} : C_K \rightarrow C_k.$$

**Theorem 11.** Let $K/k$ be a finite abelian extension. There is an isomorphism

$$J_k/k^\times N_{K/k} J_K = C_k/N_{K/k} C_K \cong \text{Gal}(K/k).$$

The prime $\mathfrak{p}$ (finite or infinite) is unramified in $K/k$ if and only if $U_{\mathfrak{p}} \subseteq k^\times N_{K/k} J_K$. (This holds in $J_k$ via $u_{\mathfrak{p}} \mapsto (1, \ldots, u_{\mathfrak{p}}, \ldots, 1))$.

**Theorem 12.** If $H$ is an open subgroup of $C_k$ of finite index then there is a unique abelian extension $K/k$ such that $N_{K/k} C_k = H$. Equivalently, if $H$ is open of finite index in $J_k$, and $k^\times \subseteq H$, then there exists a unique abelian extension $K/k$ such that $k^\times N_{K/k} J_K = H$.

**Theorem 13.** Let $K_1$ and $K_2$ be finite abelian extensions of $k$. Then

$$K_1 \subseteq K_2 \iff k^\times N_{K_1/k} J_{K_1} \subseteq k^\times N_{K_2/k} J_{K_2}.$$

The above theorems may also be stated for infinite extensions. Let $D_k$ denote the connected component of the identity in $C_k$.

**Theorem 14.** (a) If $K/k$ is abelian, then there is a closed subgroup $H$ with $D_k \subseteq H \subseteq C_k$, such that

$$C_k/H \cong \text{Gal}(K/k).$$

The prime $\mathfrak{p}$ is unramified $\iff k^\times U_{\mathfrak{p}}/k^\times \subseteq H$. 


(b) Given a closed subgroup $H$ with $D_k \subseteq H \subseteq C_k$ (equivalently, $C_k/H$ is totally disconnected), there is a unique abelian extension corresponding to $H$, as in (a).

As a simple example, let $K$ be the Hilbert class field of $k$. Since $K/k$ is unramified everywhere, $U = \prod U_{\mathfrak{p}} \subseteq k^\times N_{K/k} J_K$. Since $K$ is maximal, $k^\times U$ is the subgroup corresponding to $K$, hence

$$J_k/k^\times U \cong \text{Gal}(K/k).$$

There is a natural map

$$J_k \rightarrow \text{ideals of } k$$

$$(\ldots, x_{\mathfrak{p}}, \ldots) \mapsto \prod_{\text{finite } \mathfrak{p}} \mathfrak{p}^{e_{\mathfrak{p}}(x_{\mathfrak{p}})}.$$

The kernel is $U$. If we consider the induced map to the ideal class group, we obtain

$$J_k/k^\times U \cong \text{ideal class group of } k.$$

Therefore $\text{Gal}(K/k)$ is isomorphic to the ideal class group, as we showed previously.
**Tables**

§1 Bernoulli Numbers

This table from H. Davis [1], pp. 230–231, gives the value of \((-1)^n \frac{n+1}{2} B_{2n}\) for \(1 \leq n \leq 62\). In this book we have numbered the Bernoulli numbers so that \(B_0 = 1\), \(B_1 = -\frac{1}{2}\), \(B_2 = \frac{1}{6}\), \(B_4 = -\frac{1}{30}\), and \(B_{2n+1} = 0\) for \(n \geq 1\). Some authors use different numbering systems and a different choice of signs. For more Bernoulli numbers, see H. Davis [1] and Knuth–Buckholtz [1]. For prime factorizations, see Wagstaff [1].

<table>
<thead>
<tr>
<th>(n)</th>
<th>Numerator</th>
<th>Denominator</th>
<th>(n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>42</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>691</td>
<td>2730</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>3617</td>
<td>510</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>43867</td>
<td>798</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>74611</td>
<td>330</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>854513</td>
<td>138</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>2363</td>
<td>64091</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>85</td>
<td>53103</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>37494</td>
<td>61029</td>
</tr>
<tr>
<td>14</td>
<td>861</td>
<td>58412</td>
<td>76005</td>
</tr>
<tr>
<td>15</td>
<td>770</td>
<td>93210</td>
<td>41217</td>
</tr>
<tr>
<td>16</td>
<td>257</td>
<td>76878</td>
<td>58367</td>
</tr>
<tr>
<td>17</td>
<td>29999</td>
<td>39138</td>
<td>41559</td>
</tr>
<tr>
<td>18</td>
<td>61082</td>
<td>71849</td>
<td>64491</td>
</tr>
<tr>
<td>19</td>
<td>26315</td>
<td>27155</td>
<td>30534</td>
</tr>
<tr>
<td>20</td>
<td>92999</td>
<td>39138</td>
<td>41559</td>
</tr>
</tbody>
</table>

347
<table>
<thead>
<tr>
<th>$n$</th>
<th>Numerator</th>
<th>Denominator</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>15 20097 64391 80708 02691</td>
<td>1806</td>
<td>21</td>
</tr>
<tr>
<td>22</td>
<td>278 33269 57930 10242 35023</td>
<td>690</td>
<td>22</td>
</tr>
<tr>
<td>23</td>
<td>5964 51111 59391 21632 77961</td>
<td>282</td>
<td>23</td>
</tr>
<tr>
<td>24</td>
<td>560 94033 68997 81768 62491 27547</td>
<td>46410</td>
<td>24</td>
</tr>
<tr>
<td>25</td>
<td>49 50572 05241 07964 82124 77525</td>
<td>66</td>
<td>25</td>
</tr>
<tr>
<td>26</td>
<td>80116 57181 35489 95734 79249 91853</td>
<td>1590</td>
<td>26</td>
</tr>
<tr>
<td>27</td>
<td>29 14996 36348 84862 42141 81238 12691</td>
<td>798</td>
<td>27</td>
</tr>
<tr>
<td>28</td>
<td>2479 39292 93132 26753 68541 57396 63229</td>
<td>870</td>
<td>28</td>
</tr>
<tr>
<td>29</td>
<td>84483 61334 88800 41862 04677 59940 36021</td>
<td>354</td>
<td>29</td>
</tr>
<tr>
<td>30</td>
<td>121 52331 40483 75557 20403 04994 07982 02460 41491</td>
<td>56786730</td>
<td>30</td>
</tr>
<tr>
<td>31</td>
<td>123 00585 43408 68585 41953 03985 74033 86151</td>
<td>6</td>
<td>31</td>
</tr>
<tr>
<td>32</td>
<td>10 67838 30147 86652 98863 85444 97914 26479 42017</td>
<td>510</td>
<td>32</td>
</tr>
<tr>
<td>33</td>
<td>1 47260 00221 26335 65405 16194 28551 93234 22418</td>
<td>64722</td>
<td>33</td>
</tr>
<tr>
<td>34</td>
<td>7877 31308 58718 72814 19091 49208 47460 62443 47001</td>
<td>30</td>
<td>34</td>
</tr>
<tr>
<td>35</td>
<td>1505 38134 73333 67003 80307 65673 77857 20851 14381</td>
<td>4686</td>
<td>35</td>
</tr>
</tbody>
</table>
| 36  | 60235 | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |...
<table>
<thead>
<tr>
<th>( n )</th>
<th>Numerator</th>
<th>Denominator</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>52</td>
<td>31 95336 31363 83001 12871 03352 79617 42746 71189</td>
<td></td>
<td>1590</td>
</tr>
<tr>
<td></td>
<td>60607 82727 38327 10347 01628 49568 36554 97212 24053</td>
<td></td>
<td>642</td>
</tr>
<tr>
<td>53</td>
<td>3637 39031 72617 41440 81518 20151 59342 71692 31298</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>64058 16900 38930 81637 82818 79873 38620 23465 72901</td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>34 69342 24784 78287 89552 08865 93238 52541 39976</td>
<td></td>
<td>209191710</td>
</tr>
<tr>
<td></td>
<td>67857 60491 14687 00058 91371 50126 63197 24897 59230</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>65973 38057 ... ... ... ... ... ... ... ...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>7645 99294 04847 42892 24813 42467 24347 50052 87524</td>
<td></td>
<td>1518</td>
</tr>
<tr>
<td></td>
<td>13412 30790 66835 93870 75979 76062 69585 77997 79302</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>17515 ... ... ... ... ... ... ... ...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>26508 79602 15509 97133 52597 21468 51620 14443 15149</td>
<td></td>
<td>1671270</td>
</tr>
<tr>
<td></td>
<td>91925 09896 45178 84276 80966 75651 48755 15366 78120</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>35526 00109 ... ... ... ... ... ... ...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>217 37832 31936 91633 33310 76108 66529 91475 72115</td>
<td></td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>66790 90831 36080 61101 14933 60548 42345 93650 90418</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>86185 62649 ... ... ... ... ... ... ...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>30 95539 16571 84297 69125 13458 03384 14168 69004</td>
<td></td>
<td>1770</td>
</tr>
<tr>
<td></td>
<td>12806 43298 44245 50404 57210 08957 52457 19682 71388</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>19959 57547 52259 ... ... ... ... ... ...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>36 69631 19969 71311 15349 47151 58558 50066 84606</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>36108 06992 04301 05944 06764 14485 04580 64618 89371</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>77670 45170 95799 ... ... ... ... ... ...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>515 07486 55307 91090 61843 99685 78499 83274 09517</td>
<td></td>
<td>2328255930</td>
</tr>
<tr>
<td></td>
<td>03532 62675 21309 28691 67199 29747 49229 85358 81132</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>93670 77682 67780 32820 70131 ... ... ... ...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>49 63366 60792 62581 91253 26374 75990 75743 87227</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>90311 06013 97703 09311 79315 06832 14100 43132 90331</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>13678 09803 79685 64431 ... ... ... ... ...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>95876 77533 42471 28750 77490 31075 42444 62057 88300</td>
<td></td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>13297 33681 95535 12729 35859 33544 35944 41363 19436</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10268 47268 90946 09001 ... ... ... ... ...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
§2 Irregular Primes

This table lists the irregular primes $p \leq 4001$ along with the even indices $2a$, $0 \leq 2a \leq p - 3$, such that $p|B_{2a}$. It is essentially the table of Lehmer–Lehmer–Vandiver–Selfridge–Nicol which is printed in Borevich–Shafarevich [1], but there are four additional entries (for $p = 1381, 1597, 1663, 1877$), which were originally missed because of machine error and which were later found by W. Johnson (see Johnson [1]; this paper gives a list of irregular primes for $p < 8000$).

In order to obtain information about generalized Bernoulli numbers and about class groups, see Corollary 5.15 and Theorems 6.17 and 6.18. For a report on the irregular primes $p < 125000$, see Wagstaff [1].

<table>
<thead>
<tr>
<th>$p$</th>
<th>$2a$</th>
<th>$p$</th>
<th>$2a$</th>
<th>$p$</th>
<th>$2a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>32</td>
<td>577</td>
<td>52</td>
<td>1061</td>
<td>474</td>
</tr>
<tr>
<td>59</td>
<td>44</td>
<td>587</td>
<td>90, 92</td>
<td>1091</td>
<td>888</td>
</tr>
<tr>
<td>67</td>
<td>58</td>
<td>593</td>
<td>22</td>
<td>1117</td>
<td>794</td>
</tr>
<tr>
<td>101</td>
<td>68</td>
<td>607</td>
<td>592</td>
<td>1129</td>
<td>348</td>
</tr>
<tr>
<td>103</td>
<td>24</td>
<td>613</td>
<td>522</td>
<td>1151</td>
<td>534, 784, 968</td>
</tr>
<tr>
<td>131</td>
<td>22</td>
<td>617</td>
<td>20, 174, 338</td>
<td>1153</td>
<td>802</td>
</tr>
<tr>
<td>149</td>
<td>130</td>
<td>619</td>
<td>428</td>
<td>1193</td>
<td>262</td>
</tr>
<tr>
<td>157</td>
<td>62, 110</td>
<td>631</td>
<td>80, 226</td>
<td>1201</td>
<td>676</td>
</tr>
<tr>
<td>233</td>
<td>84</td>
<td>647</td>
<td>236, 242, 554</td>
<td>1217</td>
<td>784, 866, 1118</td>
</tr>
<tr>
<td>257</td>
<td>164</td>
<td>653</td>
<td>48</td>
<td>1229</td>
<td>784</td>
</tr>
<tr>
<td>263</td>
<td>100</td>
<td>659</td>
<td>224</td>
<td>1237</td>
<td>874</td>
</tr>
<tr>
<td>271</td>
<td>84</td>
<td>673</td>
<td>408, 502</td>
<td>1279</td>
<td>518</td>
</tr>
<tr>
<td>283</td>
<td>20</td>
<td>677</td>
<td>628</td>
<td>1283</td>
<td>510</td>
</tr>
<tr>
<td>293</td>
<td>156</td>
<td>683</td>
<td>32</td>
<td>1291</td>
<td>206, 824</td>
</tr>
<tr>
<td>307</td>
<td>88</td>
<td>691</td>
<td>12, 200</td>
<td>1297</td>
<td>202, 220</td>
</tr>
<tr>
<td>311</td>
<td>292</td>
<td>727</td>
<td>378</td>
<td>1301</td>
<td>176</td>
</tr>
<tr>
<td>347</td>
<td>280</td>
<td>751</td>
<td>290</td>
<td>1307</td>
<td>382, 852</td>
</tr>
<tr>
<td>353</td>
<td>186, 300</td>
<td>757</td>
<td>514</td>
<td>1319</td>
<td>304</td>
</tr>
<tr>
<td>379</td>
<td>100, 174</td>
<td>761</td>
<td>260</td>
<td>1327</td>
<td>466</td>
</tr>
<tr>
<td>389</td>
<td>200</td>
<td>773</td>
<td>732</td>
<td>1367</td>
<td>234</td>
</tr>
<tr>
<td>401</td>
<td>382</td>
<td>797</td>
<td>220</td>
<td>1381</td>
<td>266</td>
</tr>
<tr>
<td>409</td>
<td>126</td>
<td>809</td>
<td>330, 628</td>
<td>1409</td>
<td>358</td>
</tr>
<tr>
<td>421</td>
<td>240</td>
<td>811</td>
<td>544</td>
<td>1429</td>
<td>996</td>
</tr>
<tr>
<td>433</td>
<td>366</td>
<td>821</td>
<td>744</td>
<td>1439</td>
<td>574</td>
</tr>
<tr>
<td>461</td>
<td>196</td>
<td>827</td>
<td>102</td>
<td>1483</td>
<td>224</td>
</tr>
<tr>
<td>463</td>
<td>130</td>
<td>839</td>
<td>66</td>
<td>1499</td>
<td>94</td>
</tr>
<tr>
<td>467</td>
<td>94, 194</td>
<td>877</td>
<td>868</td>
<td>1523</td>
<td>1310</td>
</tr>
<tr>
<td>491</td>
<td>292, 336, 338</td>
<td>881</td>
<td>162</td>
<td>1559</td>
<td>862</td>
</tr>
<tr>
<td>523</td>
<td>400</td>
<td>887</td>
<td>418</td>
<td>1597</td>
<td>842</td>
</tr>
<tr>
<td>541</td>
<td>86</td>
<td>929</td>
<td>520, 820</td>
<td>1609</td>
<td>1356</td>
</tr>
<tr>
<td>547</td>
<td>270, 486</td>
<td>953</td>
<td>156</td>
<td>1613</td>
<td>172</td>
</tr>
<tr>
<td>557</td>
<td>222</td>
<td>971</td>
<td>166</td>
<td>1619</td>
<td>560</td>
</tr>
</tbody>
</table>
# §2 Irregular Primes

<table>
<thead>
<tr>
<th></th>
<th>2a</th>
<th></th>
<th>2a</th>
<th></th>
<th>2a</th>
<th></th>
<th>2a</th>
</tr>
</thead>
<tbody>
<tr>
<td>1621</td>
<td>980</td>
<td>2357</td>
<td>2204</td>
<td>3181</td>
<td>3142</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1637</td>
<td>718</td>
<td>2371</td>
<td>242, 2274</td>
<td>3203</td>
<td>2368</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1663</td>
<td>270, 1508</td>
<td>2377</td>
<td>1226</td>
<td>3221</td>
<td>98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1669</td>
<td>388, 1086</td>
<td>2381</td>
<td>2060</td>
<td>3229</td>
<td>1634</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1721</td>
<td>30</td>
<td>2383</td>
<td>842, 2278</td>
<td>3257</td>
<td>922</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1733</td>
<td>810, 942</td>
<td>2389</td>
<td>776</td>
<td>3313</td>
<td>2222</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1753</td>
<td>712</td>
<td>2411</td>
<td>2126</td>
<td>3323</td>
<td>3292</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1759</td>
<td>1520</td>
<td>2423</td>
<td>290, 884</td>
<td>3329</td>
<td>1378</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1777</td>
<td>1192</td>
<td>2441</td>
<td>366, 1750</td>
<td>3391</td>
<td>2232, 2534</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1787</td>
<td>1606</td>
<td>2503</td>
<td>1044</td>
<td>3407</td>
<td>2076, 2558</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1789</td>
<td>848, 1442</td>
<td>2543</td>
<td>2374</td>
<td>3433</td>
<td>1300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1811</td>
<td>550, 698, 1520</td>
<td>2557</td>
<td>1464</td>
<td>3469</td>
<td>1174</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1831</td>
<td>1274</td>
<td>2579</td>
<td>1730</td>
<td>3491</td>
<td>2544</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1847</td>
<td>954, 1016, 1558</td>
<td>2591</td>
<td>854, 2574</td>
<td>3511</td>
<td>1416, 1724</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1871</td>
<td>1794</td>
<td>2621</td>
<td>1772</td>
<td>3517</td>
<td>1836, 2586</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1877</td>
<td>1026</td>
<td>2633</td>
<td>1416</td>
<td>3529</td>
<td>3490</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1879</td>
<td>1260</td>
<td>2647</td>
<td>1172</td>
<td>3533</td>
<td>2314, 3136</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1889</td>
<td>242</td>
<td>2657</td>
<td>710</td>
<td>3539</td>
<td>2082, 2130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1901</td>
<td>1722</td>
<td>2663</td>
<td>1244</td>
<td>3559</td>
<td>344, 1592</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1933</td>
<td>1058, 1320</td>
<td>2671</td>
<td>404, 2394</td>
<td>3581</td>
<td>1466</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1951</td>
<td>1656</td>
<td>2689</td>
<td>926</td>
<td>3583</td>
<td>1922</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1979</td>
<td>148</td>
<td>2753</td>
<td>482</td>
<td>3593</td>
<td>360, 642</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1987</td>
<td>510</td>
<td>2767</td>
<td>2528</td>
<td>3607</td>
<td>1976</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1993</td>
<td>912</td>
<td>2777</td>
<td>1600</td>
<td>3613</td>
<td>2082</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1997</td>
<td>772, 1888</td>
<td>2789</td>
<td>1984, 2154</td>
<td>3617</td>
<td>16, 2856</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>60, 600</td>
<td>2791</td>
<td>2554</td>
<td>3631</td>
<td>1104</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>1204</td>
<td>2833</td>
<td>1832</td>
<td>3637</td>
<td>2526, 3202</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2039</td>
<td>1300</td>
<td>2857</td>
<td>98</td>
<td>3671</td>
<td>1580</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2053</td>
<td>1932</td>
<td>2881</td>
<td>352</td>
<td>3677</td>
<td>2238</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2087</td>
<td>376, 1298</td>
<td>2909</td>
<td>400, 950</td>
<td>3697</td>
<td>1884</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2099</td>
<td>1230</td>
<td>2927</td>
<td>242</td>
<td>3779</td>
<td>2362</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2111</td>
<td>1038</td>
<td>2939</td>
<td>332, 1102, 2748</td>
<td>3797</td>
<td>1256</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2137</td>
<td>1624</td>
<td>2957</td>
<td>138, 788</td>
<td>3821</td>
<td>3296</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2143</td>
<td>1916</td>
<td>2999</td>
<td>776</td>
<td>3833</td>
<td>1840, 1998, 3286</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2153</td>
<td>1832</td>
<td>3011</td>
<td>1496</td>
<td>3851</td>
<td>216, 404</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2213</td>
<td>154</td>
<td>3023</td>
<td>2020</td>
<td>3853</td>
<td>748</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2239</td>
<td>1826</td>
<td>3049</td>
<td>700</td>
<td>3881</td>
<td>1686, 2138</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2267</td>
<td>2234</td>
<td>3061</td>
<td>2522</td>
<td>3917</td>
<td>1490</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2273</td>
<td>876, 2166</td>
<td>3083</td>
<td>1450</td>
<td>3967</td>
<td>106</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2293</td>
<td>2040</td>
<td>3089</td>
<td>1706</td>
<td>3989</td>
<td>1936</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2309</td>
<td>1660, 1772</td>
<td>3119</td>
<td>1704</td>
<td>4001</td>
<td>534</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
§3 Class Numbers

The following table gives the value and prime factorization of the relative class number $h_n^-$ of $\mathbb{Q}(\zeta_n)$ for $1 \leq \phi(n) \leq 256$, $n \not\equiv 2 \pmod{4}$. It is extracted from Schrutka von Rechtenstamm [1], which also lists the contributions from the various odd characters in the analytic class number formula. Some of the large factors were only checked for primality by a pseudo-primality test, so there is a small chance that some of the “prime” factorizations include composites. For values of $h_p^-$ for $257 < p < 521$, see Lehmer–Masley [1]. A few of the factorizations below have been obtained from this paper.

Since the size of $h_n^-$ depends more on the size of $\phi(n)$ than of $n$, we have arranged the table according to degree.

For $h^+$ there are the following results (see van der Linden [1]):

(a) If $n$ is a prime power with $\phi(n) \leq 66$ then $h_n^+ = 1$.
(b) If $n$ is not a prime power and $n \leq 200$, $\phi(n) \leq 72$, then $h_n^+ = 1$, except for $h_{136}^+ = 2$ and the possible exceptions $n = 148$ and $n = 152$. Also, we have $h_{165}^+ = 1$.

If we assume the generalized Riemann hypothesis, then the following hold:

(c) If $n$ is a prime power with $\phi(n) < 162$ then $h_n^+ = 1$. We have $h_{163}^+ = 4$.
(d) If $n$ is not a prime power and $n \leq 200$, then $h_n^+ = 1$, with the following exceptions: $h_{136}^+ = 2$, $h_{145}^+ = 2$, $h_{183}^+ = 4$.

It is possible to obtain examples of $h_p^+ > 1$ using quadratic subfields (Ankeny–Chowla–Hasse [1], S.-D. Lang [1]), or using cubic subfields (see the tables in M.-N. Gras [3] and Shanks [1]), or using both (Cornell–Washington [1]). See also Takeuchi [1].

Kummer determined the structure of the minus part of the class group of $\mathbb{Q}(\zeta_p)$ for $p < 100$. By (a) above, this is the whole class group for $p \leq 67$; by (c), it is the whole class group for $p < 100$ if we assume the generalized Riemann hypothesis. All the groups have square-free order, hence are cyclic, with the following possible exceptions: 29, 31, 41, and 71. In these cases, 29 yields $(2) \times (2) \times (2)$, 31 yields $(9)$, 41 yields $(11) \times (11)$, and 71 yields $(7^2 \cdot 79241)$, Here $(m)$ denotes the cyclic group $\mathbb{Z}/m\mathbb{Z}$. See Kummer [5, pp. 544, 907–918], Iwasawa [16], and Section 10.1. For more techniques, see Cornell–Rosen [1] and Gerth [5].
<table>
<thead>
<tr>
<th>$n$</th>
<th>$\phi(n)$</th>
<th>$h^-$</th>
<th>$n$</th>
<th>$\phi(n)$</th>
<th>$h^-$</th>
<th>$n$</th>
<th>$\phi(n)$</th>
<th>$h^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td>36</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>19</td>
<td>2</td>
<td>1</td>
<td>17</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>20</td>
<td>3</td>
<td>2</td>
<td>32</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1</td>
<td>21</td>
<td>4</td>
<td>1</td>
<td>40</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>1</td>
<td>22</td>
<td>8</td>
<td>$\frac{1}{2}$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>2</td>
<td>23</td>
<td>12</td>
<td>1</td>
<td>60</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>1</td>
<td>24</td>
<td>6</td>
<td>1</td>
<td>27</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>1</td>
<td>25</td>
<td>8</td>
<td>1</td>
<td>25</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>1</td>
<td>26</td>
<td>16</td>
<td>1</td>
<td>33</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>8</td>
<td>1</td>
<td>27</td>
<td>4</td>
<td>$\frac{1}{2}$</td>
<td>20</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>8</td>
<td>1</td>
<td>28</td>
<td>12</td>
<td>1</td>
<td>44</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>1</td>
<td>29</td>
<td>10</td>
<td>1</td>
<td>35</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>12</td>
<td>1</td>
<td>30</td>
<td>12</td>
<td>1</td>
<td>39</td>
<td>24</td>
<td>2</td>
</tr>
<tr>
<td>21</td>
<td>12</td>
<td>1</td>
<td>31</td>
<td>4</td>
<td>$\frac{1}{2}$</td>
<td>24</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>12</td>
<td>1</td>
<td>32</td>
<td>52</td>
<td>1</td>
<td>52</td>
<td>24</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\phi(n)$</th>
<th>$h^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>140</td>
<td>48</td>
<td>$39 = 3 \cdot 13$</td>
</tr>
<tr>
<td>144</td>
<td>48</td>
<td>$507 = 3 \cdot 13^2$</td>
</tr>
<tr>
<td>156</td>
<td>48</td>
<td>$156 = 2^2 \cdot 3 \cdot 13$</td>
</tr>
<tr>
<td>168</td>
<td>48</td>
<td>$84 = 2^2 \cdot 3 \cdot 7$</td>
</tr>
<tr>
<td>180</td>
<td>48</td>
<td>$75 = 3 \cdot 5^2$</td>
</tr>
<tr>
<td>53</td>
<td>52</td>
<td>$4889$</td>
</tr>
<tr>
<td>81</td>
<td>54</td>
<td>$2593$</td>
</tr>
<tr>
<td>87</td>
<td>56</td>
<td>$1536 = 2^9 \cdot 3$</td>
</tr>
<tr>
<td>116</td>
<td>56</td>
<td>$10752 = 2^9 \cdot 3 \cdot 7$</td>
</tr>
<tr>
<td>59</td>
<td>58</td>
<td>$41421 = 3 \cdot 59 \cdot 233$</td>
</tr>
<tr>
<td>61</td>
<td>60</td>
<td>$76301 = 41 \cdot 1861$</td>
</tr>
<tr>
<td>77</td>
<td>60</td>
<td>$1280 = 2^8 \cdot 5$</td>
</tr>
<tr>
<td>93</td>
<td>60</td>
<td>$6795 = 3^2 \cdot 5 \cdot 151$</td>
</tr>
<tr>
<td>99</td>
<td>60</td>
<td>$2883 = 3 \cdot 31^2$</td>
</tr>
<tr>
<td>124</td>
<td>60</td>
<td>$45756 = 2^6 \cdot 3^2 \cdot 31 \cdot 41$</td>
</tr>
<tr>
<td>85</td>
<td>64</td>
<td>$6205 = 5 \cdot 17 \cdot 73$</td>
</tr>
<tr>
<td>128</td>
<td>64</td>
<td>$359057 = 17 \cdot 2121$</td>
</tr>
<tr>
<td>136</td>
<td>64</td>
<td>$11144 = 2^7 \cdot 3^2 \cdot 97$</td>
</tr>
<tr>
<td>160</td>
<td>64</td>
<td>$31365 = 3^2 \cdot 5 \cdot 17 \cdot 41$</td>
</tr>
<tr>
<td>192</td>
<td>64</td>
<td>$61353 = 3^2 \cdot 17 \cdot 401$</td>
</tr>
<tr>
<td>204</td>
<td>64</td>
<td>$15440 = 2^4 \cdot 5 \cdot 193$</td>
</tr>
<tr>
<td>240</td>
<td>64</td>
<td>$6400 = 2^8 \cdot 5^2$</td>
</tr>
<tr>
<td>67</td>
<td>66</td>
<td>$85513 = 67 \cdot 12739$</td>
</tr>
<tr>
<td>71</td>
<td>70</td>
<td>$3882809 = 7^2 \cdot 79241$</td>
</tr>
<tr>
<td>73</td>
<td>72</td>
<td>$11957417 = 89 \cdot 134353$</td>
</tr>
<tr>
<td>91</td>
<td>72</td>
<td>$53872 = 2^4 \cdot 7 \cdot 13 \cdot 37$</td>
</tr>
<tr>
<td>95</td>
<td>72</td>
<td>$107692 = 2^5 \cdot 13 \cdot 19 \cdot 109$</td>
</tr>
<tr>
<td>111</td>
<td>72</td>
<td>$480852 = 2^2 \cdot 3^2 \cdot 19^2 \cdot 37$</td>
</tr>
<tr>
<td>117</td>
<td>72</td>
<td>$132678 = 2 \cdot 3^3 \cdot 7 \cdot 13$</td>
</tr>
<tr>
<td>$n$</td>
<td>$\phi(n)$</td>
<td>$h^-$</td>
</tr>
<tr>
<td>-----</td>
<td>-----------</td>
<td>------</td>
</tr>
<tr>
<td>195</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>208</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>224</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>260</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>280</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>288</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>312</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>336</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>360</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>420</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>101</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>159</td>
<td>104</td>
<td></td>
</tr>
<tr>
<td>212</td>
<td>104</td>
<td></td>
</tr>
<tr>
<td>107</td>
<td>106</td>
<td></td>
</tr>
<tr>
<td>109</td>
<td>108</td>
<td></td>
</tr>
<tr>
<td>133</td>
<td>108</td>
<td></td>
</tr>
<tr>
<td>171</td>
<td>108</td>
<td></td>
</tr>
<tr>
<td>189</td>
<td>108</td>
<td></td>
</tr>
<tr>
<td>324</td>
<td>108</td>
<td></td>
</tr>
<tr>
<td>121</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td>113</td>
<td>112</td>
<td></td>
</tr>
<tr>
<td>145</td>
<td>112</td>
<td></td>
</tr>
<tr>
<td>232</td>
<td>112</td>
<td></td>
</tr>
<tr>
<td>348</td>
<td>112</td>
<td></td>
</tr>
<tr>
<td>177</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>236</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>143</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>155</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>175</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>183</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>231</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>244</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>248</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>308</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>372</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>396</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>127</td>
<td>126</td>
<td></td>
</tr>
<tr>
<td>255</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>272</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>340</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>384</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>408</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>480</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>131</td>
<td>130</td>
<td></td>
</tr>
<tr>
<td>161</td>
<td>132</td>
<td></td>
</tr>
<tr>
<td>201</td>
<td>132</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>( \phi(n) )</th>
<th>( h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>516</td>
<td>38 888604 320171 861798 243568 =</td>
<td>( 2^4 \cdot 3^2 \cdot 7 \cdot 29 \cdot 43^2 \cdot 71 \cdot 211 \cdot 883 \cdot 21841 \cdot 2490307 )</td>
</tr>
<tr>
<td>588</td>
<td>482059 253351 850013 395157 =</td>
<td>( 7 \cdot 29 \cdot 43 \cdot 71 \cdot 673 \cdot 2017 \cdot 3571 \cdot 5923 \cdot 27091 )</td>
</tr>
<tr>
<td>173</td>
<td>1 702546 266654 155847 516780 034265 =</td>
<td>( 5 \cdot 20297 \cdot 231169 \cdot 72 571729 362851 870621 )</td>
</tr>
<tr>
<td>267</td>
<td>12963 312320 905811 283854 380235 =</td>
<td>( 5 \cdot 23 \cdot 113 \cdot 1123 \cdot 5237 \cdot 26687 \cdot 53681 \cdot 118 \cdot 401449 )</td>
</tr>
<tr>
<td>345</td>
<td>506186 308788 058155 105915 =</td>
<td>( 3 \cdot 5 \cdot 11 \cdot 23 \cdot 331 \cdot 4159 \cdot 45013 \cdot 2152 )</td>
</tr>
<tr>
<td>356</td>
<td>4 707593 989354 615385 004311 705592 =</td>
<td>( 2^5 \cdot 3 \cdot 11 \cdot 23 \cdot 113 \cdot 463 \cdot 15269 \cdot 19207 )</td>
</tr>
<tr>
<td>368</td>
<td>243320 115114 433657 103908 135020 =</td>
<td>( 2^2 \cdot 3 \cdot 5 \cdot 11^3 \cdot 23^3 \cdot 67^2 \cdot 89 \cdot 2069 \cdot 2399 \cdot 8537 \cdot 162713 )</td>
</tr>
<tr>
<td>460</td>
<td>197 739166 909616 827795 207545 =</td>
<td>( 3 \cdot 5 \cdot 11 \cdot 67 \cdot 331 \cdot 617 \cdot 17029 \cdot 45013 )</td>
</tr>
<tr>
<td>552</td>
<td>176 767 354245 926929 350377 606384 =</td>
<td>( 2^4 \cdot 3 \cdot 23^3 \cdot 67^2 \cdot 617 \cdot 2399 \cdot 10781 \cdot 34673 )</td>
</tr>
<tr>
<td>179</td>
<td>77 281577 212030 298592 756974 721745 =</td>
<td>( 5 \cdot 1069 \cdot 144588 \cdot 667392 \cdot 334948 \cdot 286764 )</td>
</tr>
<tr>
<td>181</td>
<td>211 421757 749987 541697 225501 539625 =</td>
<td>( 3^5 \cdot 37 \cdot 41 \cdot 61 \cdot 1321 \cdot 2521 \cdot 5 \cdot 488435 )</td>
</tr>
<tr>
<td>209</td>
<td>8551 326160 887085 824176 768000 =</td>
<td>( 2^{10} \cdot 5^3 \cdot 11 \cdot 271 \cdot 264 \cdot 250891 )</td>
</tr>
<tr>
<td>217</td>
<td>3724 911233 451940 358045 813517 =</td>
<td>( 3^5 \cdot 7 \cdot 11 \cdot 37 \cdot 241 \cdot 541 \cdot 571 \cdot 691 \cdot 2161 \cdot 2791 )</td>
</tr>
<tr>
<td>279</td>
<td>18164 714706 446857 534815 843195 =</td>
<td>( 3^5 \cdot 7 \cdot 13 \cdot 151 \cdot 211 \cdot 1321 \cdot 2551 \cdot 4591 )</td>
</tr>
<tr>
<td>297</td>
<td>180 1078 851803 253231 276755 717661 = ( 3^2 \cdot 31^2 \cdot 199 )</td>
<td></td>
</tr>
<tr>
<td>235</td>
<td>81765 924684 755483 300654 973515 =</td>
<td>( 5 \cdot 139 \cdot 1657 \cdot 453377 \cdot 156604 \cdot 975201 )</td>
</tr>
<tr>
<td>376</td>
<td>237 637802 564280 802840 123241 975060 =</td>
<td>( 2^2 \cdot 5 \cdot 47 \cdot 139 \cdot 18493 \cdot 742717 )</td>
</tr>
<tr>
<td>564</td>
<td>143950 475833 835326 053345 383630 =</td>
<td>( 2 \cdot 5 \cdot 47^3 \cdot 139^3 \cdot 277 )</td>
</tr>
<tr>
<td>191</td>
<td>165008 365487 223656 458987 611326 929859 =</td>
<td>( 11 \cdot 13 \cdot 51263 \cdot 612 \cdot 77191 \cdot 36 )</td>
</tr>
<tr>
<td>193</td>
<td>546617 105913 568165 545650 752630 767041 =</td>
<td>( 5629 \cdot 15361 \cdot 29761 \cdot 91969 \cdot 10 )</td>
</tr>
<tr>
<td>221</td>
<td>5 562629 629465 863945 291002 496000 =</td>
<td>( 2^{10} \cdot 3^5 \cdot 17 \cdot 31^2 \cdot 61 )</td>
</tr>
<tr>
<td>291</td>
<td>161 230789 161196 289366 922423 524464 =</td>
<td>( 2^4 \cdot 7 \cdot 13^2 \cdot 172 \cdot 577 \cdot 1489 \cdot 3457 \cdot 5641 )</td>
</tr>
<tr>
<td>357</td>
<td>1504 490803 465665 772083 088125 = ( 3^4 \cdot 5^4 \cdot 7^4 \cdot 37 )</td>
<td></td>
</tr>
<tr>
<td>388</td>
<td>145666 644086 003914 044409 030660 616112 =</td>
<td>( 2^4 \cdot 3^3 \cdot 7^2 \cdot 13 \cdot 19 \cdot 37 \cdot 577 \cdot 3457 )</td>
</tr>
<tr>
<td>416</td>
<td>1370 350108 087898 680332 276597 421875 =</td>
<td>( 3^9 \cdot 5^7 \cdot 7^2 \cdot 13^5 \cdot 37 \cdot 97 )</td>
</tr>
<tr>
<td>448</td>
<td>327 965590 186830 575092 883770 837200 =</td>
<td>( 2^4 \cdot 3^2 \cdot 5^2 \cdot 7^2 \cdot 13 \cdot 17^2 \cdot 577^2 )</td>
</tr>
<tr>
<td>476</td>
<td>1 099745 163233 204819 353212 762000 =</td>
<td>( 2^4 \cdot 3^6 \cdot 5^3 \cdot 11^2 \cdot 13 \cdot 47^2 \cdot 97^4 )</td>
</tr>
<tr>
<td>520</td>
<td>285052 110419 192727 742709 760000 = ( 2^4 \cdot 3^2 \cdot 5^4 \cdot 7^3 )</td>
<td></td>
</tr>
</tbody>
</table>

Table of values for \( n \) and \( \phi(n) \) and \( h \) respectively.
<table>
<thead>
<tr>
<th>$n$</th>
<th>$\phi(n)$</th>
<th>$h^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>560</td>
<td>192</td>
<td>357</td>
</tr>
<tr>
<td>576</td>
<td>192</td>
<td>357</td>
</tr>
<tr>
<td>612</td>
<td>192</td>
<td>357</td>
</tr>
<tr>
<td>624</td>
<td>192</td>
<td>357</td>
</tr>
<tr>
<td>672</td>
<td>192</td>
<td>357</td>
</tr>
<tr>
<td>720</td>
<td>192</td>
<td>357</td>
</tr>
<tr>
<td>780</td>
<td>198</td>
<td>357</td>
</tr>
<tr>
<td>840</td>
<td>198</td>
<td>357</td>
</tr>
<tr>
<td>197</td>
<td>196</td>
<td>357</td>
</tr>
<tr>
<td>275</td>
<td>200</td>
<td>357</td>
</tr>
<tr>
<td>303</td>
<td>200</td>
<td>357</td>
</tr>
<tr>
<td>375</td>
<td>200</td>
<td>357</td>
</tr>
<tr>
<td>404</td>
<td>200</td>
<td>357</td>
</tr>
<tr>
<td>500</td>
<td>200</td>
<td>357</td>
</tr>
<tr>
<td>309</td>
<td>204</td>
<td>357</td>
</tr>
<tr>
<td>412</td>
<td>204</td>
<td>357</td>
</tr>
<tr>
<td>265</td>
<td>208</td>
<td>357</td>
</tr>
<tr>
<td>636</td>
<td>208</td>
<td>357</td>
</tr>
<tr>
<td>211</td>
<td>210</td>
<td>357</td>
</tr>
<tr>
<td>247</td>
<td>216</td>
<td>357</td>
</tr>
<tr>
<td>259</td>
<td>216</td>
<td>357</td>
</tr>
<tr>
<td>327</td>
<td>216</td>
<td>357</td>
</tr>
<tr>
<td>$n$</td>
<td>$\phi(n)$</td>
<td>$h$</td>
</tr>
<tr>
<td>------</td>
<td>------------</td>
<td>-----</td>
</tr>
<tr>
<td>333</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>351</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>399</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>405</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>436</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>532</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>648</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>684</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>756</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>253</td>
<td>220</td>
<td></td>
</tr>
<tr>
<td>363</td>
<td>220</td>
<td></td>
</tr>
<tr>
<td>484</td>
<td>220</td>
<td></td>
</tr>
<tr>
<td>222</td>
<td>222</td>
<td></td>
</tr>
<tr>
<td>339</td>
<td>224</td>
<td></td>
</tr>
<tr>
<td>435</td>
<td>224</td>
<td></td>
</tr>
<tr>
<td>464</td>
<td>224</td>
<td></td>
</tr>
<tr>
<td>580</td>
<td>224</td>
<td></td>
</tr>
<tr>
<td>696</td>
<td>224</td>
<td></td>
</tr>
<tr>
<td>227</td>
<td>226</td>
<td></td>
</tr>
<tr>
<td>229</td>
<td>228</td>
<td></td>
</tr>
<tr>
<td>233</td>
<td>228</td>
<td></td>
</tr>
<tr>
<td>295</td>
<td>228</td>
<td></td>
</tr>
</tbody>
</table>

$\phi(n)$ is Euler's totient function, which counts the positive integers up to a given integer $n$ that are relatively prime to $n$. $h$ is not defined in the table.
<table>
<thead>
<tr>
<th>$n$</th>
<th>$\phi(n)$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>239</td>
<td>238</td>
<td>19</td>
</tr>
<tr>
<td>240</td>
<td>74</td>
<td>361351</td>
</tr>
<tr>
<td>241</td>
<td>472</td>
<td>13921</td>
</tr>
<tr>
<td>287</td>
<td>75</td>
<td>414262</td>
</tr>
<tr>
<td>305</td>
<td>135</td>
<td>088901</td>
</tr>
<tr>
<td>369</td>
<td>528</td>
<td>852535</td>
</tr>
<tr>
<td>385</td>
<td>18</td>
<td>696191</td>
</tr>
<tr>
<td>429</td>
<td>1880</td>
<td>049931</td>
</tr>
<tr>
<td>465</td>
<td>6056</td>
<td>875825</td>
</tr>
<tr>
<td>488</td>
<td>3971856</td>
<td>968532</td>
</tr>
<tr>
<td>495</td>
<td>151</td>
<td>284295</td>
</tr>
<tr>
<td>525</td>
<td>29</td>
<td>585677</td>
</tr>
<tr>
<td>572</td>
<td>5</td>
<td>290237</td>
</tr>
<tr>
<td>616</td>
<td>894031</td>
<td>197420</td>
</tr>
<tr>
<td>620</td>
<td>19</td>
<td>441064</td>
</tr>
<tr>
<td>700</td>
<td>126016</td>
<td>649965</td>
</tr>
<tr>
<td>732</td>
<td>1339</td>
<td>692320</td>
</tr>
<tr>
<td>744</td>
<td>181</td>
<td>082733</td>
</tr>
<tr>
<td>792</td>
<td>5</td>
<td>042681</td>
</tr>
<tr>
<td>900</td>
<td>744248</td>
<td>582096</td>
</tr>
<tr>
<td>924</td>
<td>228</td>
<td>281655</td>
</tr>
<tr>
<td>251</td>
<td>95469</td>
<td>181654</td>
</tr>
<tr>
<td>301</td>
<td>205430</td>
<td>142293</td>
</tr>
<tr>
<td>381</td>
<td>11</td>
<td>479286</td>
</tr>
</tbody>
</table>

$\phi(n)$ denotes the Euler's totient function, $h$ denotes the Heegner number.
<table>
<thead>
<tr>
<th>$n$</th>
<th>$\phi(n)$</th>
<th>$h^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>387</td>
<td>252 1 348400 009635 509434 335776 865706 103793 086610 214753 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$7^3 \cdot 13^2 \cdot 19^2 \cdot 29 \cdot 43 \cdot 211^2 \cdot 463 \cdot 883 \cdot 967 \cdot 1933 \cdot 3067 \cdot 3319 \cdot 4621 \cdot 125287 \cdot 257713$ =</td>
<td></td>
</tr>
<tr>
<td>441</td>
<td>252 2427 799098 355426 760759 007408 851329 652222 396831 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$7^4 \cdot 29 \cdot 43^5 \cdot 127 \cdot 337 \cdot 673 \cdot 2731 \cdot 11173 \cdot 43051 \cdot 1 \cdot 271383 \cdot 4 \cdot 930381$ =</td>
<td></td>
</tr>
<tr>
<td>508</td>
<td>252 103042 170932 346966 742775 797541 839182 084871 642467 503360 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2^8 \cdot 5 \cdot 7^2 \cdot 13^3 \cdot 19 \cdot 43^3 \cdot 547 \cdot 757 \cdot 883^2 \cdot 2143 \cdot 3079 \cdot 626599 \cdot 2 \cdot 664901 \cdot 139 \cdot 159441$ =</td>
<td></td>
</tr>
<tr>
<td>257</td>
<td>256 5 452485 023419 230873 223822 625555 964461 476422 854662 168321 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$257 \cdot 20738 \cdot 946049 \cdot 1 \cdot 1022997 \cdot 744563 \cdot 911961 \cdot 561298 \cdot 698183 \cdot 419037 \cdot 149697$ =</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>256 6 262503 984490 932358 745721 482528 922841 978219 389975 605329 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$17 \cdot 21121 \cdot 76 \cdot 532353 \cdot 29 \cdot 102880 \cdot 226241 \cdot 7830 \cdot 753969 \cdot 553468 \cdot 937988 \cdot 617089$ =</td>
<td></td>
</tr>
<tr>
<td>544</td>
<td>256 4584 742688 639592 322280 890443 396756 015190 545059 020800 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2^{10} \cdot 3^8 \cdot 5^2 \cdot 7^4 \cdot 13 \cdot 17^6 \cdot 31^2 \cdot 41^4 \cdot 97 \cdot 353 \cdot 433 \cdot 577 \cdot 929 \cdot 1601$ =</td>
<td></td>
</tr>
<tr>
<td>640</td>
<td>256 112 066740 284710 541318 559132 951039 771578 615246 011365 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$3^2 \cdot 5 \cdot 17^4 \cdot 41 \cdot 97^2 \cdot 337 \cdot 7841 \cdot 9473 \cdot 21121 \cdot 376801 \cdot 69 \cdot 470881 \cdot 5584 \cdot 997633$ =</td>
<td></td>
</tr>
<tr>
<td>680</td>
<td>256 77483 560514 02244 288033 941979 251535 291351 040000 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2^{41} \cdot 3^7 \cdot 5^4 \cdot 13 \cdot 17^3 \cdot 41 \cdot 73 \cdot 97 \cdot 593 \cdot 977 \cdot 3217 \cdot 19489 \cdot 38273$ =</td>
<td></td>
</tr>
<tr>
<td>768</td>
<td>256 1067 969144 915565 716868 049522 568978 331378 093561 484521 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$3^2 \cdot 17 \cdot 401 \cdot 1697 \cdot 13313 \cdot 21121 \cdot 49057 \cdot 175361 \cdot 198593 \cdot 733697 \cdot 29 \cdot 102880 \cdot 226241$ =</td>
<td></td>
</tr>
<tr>
<td>816</td>
<td>256 793553 314770 547109 801192 086472 747224 274042 880000 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2^{38} \cdot 3^8 \cdot 5^4 \cdot 13 \cdot 17^4 \cdot 41^2 \cdot 97 \cdot 113 \cdot 193 \cdot 577 \cdot 1601 \cdot 2081 \cdot 94849$ =</td>
<td></td>
</tr>
<tr>
<td>960</td>
<td>256 20130 907061 992729 156753 037152 064135 304760 934400 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2^{14} \cdot 3^4 \cdot 5^2 \cdot 7^6 \cdot 17^7 \cdot 41 \cdot 89 \cdot 97 \cdot 337 \cdot 401 \cdot 433 \cdot 593 \cdot 7841 \cdot 130513$ =</td>
<td></td>
</tr>
<tr>
<td>1020</td>
<td>256 11 412817 953927 959213 205123 673154 912256 000000 =</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2^{42} \cdot 3^3 \cdot 5^6 \cdot 17^3 \cdot 73 \cdot 193 \cdot 353 \cdot 593 \cdot 1889 \cdot 3217 \cdot 69857$ =</td>
<td></td>
</tr>
</tbody>
</table>
The following concentrates mainly on the period 1970–1981, since the period 1940–1970 is covered in Reviews in Number Theory (ed. by W. LeVeque; American Mathematical Society, 1974), especially Volume 5. For very early works, see the references in Hilbert [2]. The reader should also consult Kummer’s Collected Papers for numerous papers, many of which are still valuable reading. The books of Narkiewicz and Ribenboim [1] also contain useful bibliographies.

A note “MR 12: 345” refers to a review in Mathematical Reviews (similarly for “LeVeque” or “Zentralblatt”). These are given mostly for articles in less accessible journals, for untranslated articles in Japanese or Russian, when the review lists errors or additional information, or when the review gives a good summary of a difficult article.
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